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ACRONYMS AND ABBREVIATIONS

Note that there are a number of 3-letter product type codes that are used throughout this document.
These are listed in Section 17 and are not repeated in this table.

3D Three-Dimensional

3PCS Pointing, Positioning, Phasing, and Coordinate Systems
ACA Adaptive Caching Assembly

ACI Autofocus and Context Imager (SHERLOC)

AF Autofocus

AMPCS Advanced Multi-mission data Processing and Control Subsystem
APID Application Process Identifier

APSS Activity Planning and Sequencing Subsystem

ASCII American Standard Code for Information Interchange
ASTTRO Advanced Science Targeting Tool for Robotic Operations
ATLO Assembly, Test, Launch and Operations

BIST Built-In Self Test (SHERLOC)

BITCAR Bit-Carousel

BPM Business Processing Management

BPMN Business Process Model and Notation

BU Body-Unit (SuperCam)

CacheCam  Sample Caching System Camera

CAHV Center, Axis, Horizontal, Vertical (camera model)
CAHVOR Center, Axis, Horizontal, Vertical, Optical, Radial (camera model)
CAHVORE Center, Axis, Horizontal, Vertical, Optical, Radial, Entrance (camera model)
CAMP Campaign Analysis Mapping and Planning

CBLO Core Bit Lock Out

CC Circle Centroiding (PIXL)

CCDh Charged Coupled Device

CCBU Chemistry Camera Body Unit

CCMU Chemistry Camera Mast Unit

CEDL Cruise Entry Descent and Landing

CHEMRAD SuperCam Radiometric Processing Algorithm

CHU Camera Head Unit (PIXL)

CIE Commission Internationale de I’Eclairage

CMOS Complementary Metal Oxide Semiconductor

CNES Centre National d'Etudes spatiales (French Space Agency)
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CODMAC
COTS
C-POSE
CSv

CWS
DDC

DEA

DEM
DIMU

DN
DOY
DP
DPO
DPU
DTE
DVT
ECAM
EECAM
EDL
EDLcam
EDR
EHA
EM
EMD
EOL
EPDU
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1. INTRODUCTION

1.1

Purpose and Scope

M2020 Camera Data Products SIS

Version 3.1

The purpose of this Data Product Software Interface Specification (SIS) is to provide consumers of
M2020 camera data products with a detailed description of the products and how they are generated.
Content in this document supports data products generated by the Instrument Data Subsystem (IDS)

as well as the camera teams for the following instruments:

Engineering Camera (ECAM) suite:
a. Navigation Cameras (Navcams)
b. Hazard Avoidance Cameras (Hazcams)

c. Sample Caching System Camera (CacheCam)

SuperCam Remote Micro-Imager (RMI)
Mastcam-Z (ZCAM) instrument suite:

a. Mastcam-Z Left (ZCAM-L)

b. Mastcam-Z Right (ZCAM-R)
SHERLOC camera suite

a. SHERLOC-WATSON

b. SHERLOC-ACI
PIXL Micro Context Camera (MCC)
MEDA Skycam

EDL camera suite
a. Parachute Uplook Cameras (PUC)

b. Descent Stage Downlook Camera (DDC)
c. Rover Uplook Camera (RUC)

d. Rover Downlook Camera (RDC)

e. EDL Microphone

Lander Vision System Camera (LCAM)

Helicopter camera suite
a. Helicopter Navigation Camera
b. Helicopter Return To Earth Camera

This document covers both operations and archive products for Mars 2020 camera data. The users
for whom this SIS is intended thus include the Mars 2020 operations team, the Mars 2020 science
team, and the general public via the PDS Archive.

This document has been reviewed and determined not to contain export controlled technical data.
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1.2 How To Use This Document

This SIS is a standalone reference document for camera data across all instruments. It is intended to
describe the products in sufficient detail for them to be used for scientific investigations long after
the mission is over, as well as supporting Mars 2020 operations. However, in any such complex
system as the Mars 2020 rover, it is necessarily incomplete in some areas. The reader is encouraged
to use the references to fill in any gaps or details that may exist.

Four of the instruments covered here (SHERLOC, PIXL, SuperCam, and MEDA) are not primarily
camera instruments, but include cameras as a necessary part of their operations. For these, only
aspects relating to the cameras are described, not information about the instrument in general.
Again, the reader is encouraged to refer to the PDS bundles for each of these instruments, which
contain documentation specific to that instrument, covering the entire instrument beyond just the
cameras.

Great care has been taken to make data from all the cameras across all instruments as similar as
possible. This facilitates using common software to process all camera data, regardless of
instrument. While there are sections describing camera-specific elements, most of this document
applies to data from any camera. There are obvious exceptions which are not explicitly stated; for
example, it is physically impossible to take stereo data with the MEDA-Skycam and CacheCam
instruments. Those sections which do not apply to a given camera should be ignored. However,
sometimes camera capabilities can be surprising: it is entirely possible to do stereo from the arm-
mounted cameras by moving the arm, for example. While this is not done systematically, it may be
done via special processing and the products so produced match the specifications in this document.

Metadata (aka labels) are a critical feature of Mars 2020 camera data. All camera products have an
extremely rich set of labels, which describe conditions under which the image was taken as well as
processing that has occurred to the image. Label items (for both PDS4 and VICAR/ODL) are
documented in various forms in Appendix B (which consists of several tables that are physically
separate from this document, but logically part of it). These tables are the primary reference for
label items and are a large part of this document. Many labels are discussed throughout the text as
needed, but the Appendix B tables should be the first place the reader goes to learn about label items.

Important for understanding image files is the three-letter Product Type Code that is used to refer to
product types. This code is used throughout the document, and the codes are listed in Section 18.

The text of this SIS can be organized into several broad categories.

e Section 2 provides an overview of the cameras themselves

e Sections 3 and 4 describe camera images in general terms

e Sections 5 and 6 describe the EDR and FDR products, which are the foundational products

e Sections 7 through 14 describe the derived products (RDRs) that result from image
processing

e Sections 15 and 16 discuss at a high level how the products are made and tangentially related

topics

Sections 18 through 20.11discuss the type codes, filenames and coordinate systems

Appendix A lists the telemetry products from which the images come

Appendix B describes the all-important labels

Appendix C describes the calibration data
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e Appendix D describes the pipeline data flow

Appendix E contains supplemental information for SHERLOC Watson and ACI images

Appendix F summarizes the various SCLKSs in filenames and labels

Appendix G summarizes the Special Product Flags in use

Appendix H contains summary tables of camera characteristics

Note that many of the appendices contain tables or diagrams that are stored in separate physical files
in the archive, with separate labels, as noted in the appendices. These files are considered logically
part of the SIS, along with this main document.

1.3 Constraints and Applicable Documents

This SIS is meant to be consistent with the contract negotiated between the M2020 Project and the
M2020 Principal Investigators (PI) for the Engineering cameras, the SuperCam RMI, the Mastcam-Z
cameras, the Sherloc-Imaging (WATSON) and ACI cameras, the PIXL Micro Context Camera, and
the MEDA Sky Camera, in which reduced data records and documentation are explicitly defined as
deliverable products. Because this SIS governs the specification of data products used during
mission operations, any proposed changes to this SIS must be impacted by all affected software
subsystems observing this SIS in support of operations (e.g., RPS, IDS, SOAS).

Product label keywords may be added to future revisions of this SIS. Therefore, it is recommended
that software designed to process EDRs and RDRs specified by this SIS should be robust to (new)

unrecognized keywords. Similarly, entirely new products may be added over time.

This Data Product SIS is responsive to the following M2020 documents listed in References section.

This document has been reviewed and determined not to contain export controlled technical data.
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In this section, overviews are provided for the all of M2020 camera instruments mentioned in
Section 1.1. The M2020 rover instrument payload includes 25 individual cameras (see Figure 2-2).
The main differences between these instruments are in the optics, mounted position, and articulation
methods. The cameras are color, except for the SHERLOC-ACI, PIXL MCC, MEDA SkyCam, and
Helicopter Navigation camera. Of the 25 cameras, there are 5 sets of stereo pairs and 15 single
cameras, as listed in Table 2-1 below. A more complete summary of camera characteristics can be
found in Appendix H.

Table 2-1 — Tabulation of M2020 Camera Instruments

M2020 Camera Location Number | Color | Bits | Resolution
Instrument (SxL)
Navcam Stereo pair on RSM 2 Yes 12 5120 x 3840
Front Hazcam Stereo pair at front of WEB 4 Yes 12 5120 x 3840
Rear Hazcam Stereo pair at rear of WEB 2 Yes 12 5120 x 3840
CacheCam Monoscopic inside WEB 1 Yes 12 5120 x 3840
SuperCam RMI Monoscopic on RSM 1 Yes 10-13 | 2048 x 2048
Mastcam-Z Stereo pair on RSM 2 Yes 11 1648 x 1200
SHERLOC-WATSON | Monoscopic on robotic arm turret 1 Yes 11 1648 x 1200
SHERLOC-ACI Monoscopic on robotic arm turret 1 No 11 1648 x 1200
MEDA SkyCam Monoscopic on rover deck 1 No 8 1024 x 1024
PIXL MCC Monoscopic on robotic arm turret 1 No 8 752 x 580
EDL PUC Monoscopic on top of backshell 3 Yes 8 1280 x 1024
EDL DDC Monoscopic on bottow of descent stage structure 1 Yes 8 1280 x 1024
EDL RUC Monoscopic on top of rover deck 1 Yes 8 1280 x 1024
EDL RDC Monoscopic on side of WEB 1 Yes 8 1280 x 1024
LCAM Monoscopic on the front left corner of rover body 1 No 8 1024 x 1024
Helicopter Nav Cam Downward- looking on Helicopter Body 1 No 8 640 x 480
Helicopter RTE Cam | Side-looking on Helicopter Body 1 Yes 8 4224 x 3120
Total 25

There are several color capable cameras onboard the rover and they all utilize a Bayer filter/pattern,
consisting of repeated squares of red (R), green (G), and blue (B) filters, as shown in Figure 2-1.

This document has been reviewed and determined not to contain export controlled technical data.
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Figure 2-1: Example Bayer filter pattern
Engineering Cameras - 9 Science Cameras - 7
- Navcam (2) -Mastcam-Z (2)
- Front Hazcam (4) -SCAM RMI
- Rear Hazcam (2) -SkyCAM
CacheCam -PIXL MCC
Used for examining the rocks -SHERLOC WATSON
that were targeted by SuperCam -SHERLOC ACI
laser (LIBS).
REAR HAZCAMS MASTCAM-Z

Helocopter Cameras - 2 EDL Cameras - 6
-Heli Navigational LVS -1
-Heli Return to Earth

SHERLOC WATSON

NAVCAM SHERLOC ACI

MEDA SKYCAM

CACHECAM FRONT HAZCAMS

HELICOPTER CAMERAS

Figure 2-2: The cameras on M2020 Rover
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2.1 Engineering Camera Instrument Suite

Each Engineering Camera (ECAM) is composed of a detector and electronics within a single
mechanical housing, specifically: 1) an optical lens assembly, 2) a CMOS image sensor and 3)
electronics that includes, a Field Programmable Gate Array, memory, and a legacy interface
electronics to the rover. All of the ECAMs are based on a new Enhanced Engineering Camera
(EECAM) design, which uses 5120 x 3840, 20 megapixel global shutter CMOS image sensors with
a Bayer filter/pattern as shown in Figure 2-3:. Because of the electronics commonality, image data
from all engineering cameras are functionally equivalent. The cameras have an external film heater
that warms up the electronics to above the minimum operating temperature of -55 deg. C. The rover
provides supply voltage of +5.5 V to the cameras. Each camera weighs less than 750 grams and uses
approximately 4.5 Watts of power.

Optics barrel
assembly (external
contract, 3 types)

:$4

Focal Plane Array

Flexure

—

Mounting plate

Detector Board Detect
etector
Rigid-flex- | Middle Board Molecular
rigid PCB — barrier
37-pin socket micro-D == — Ch .
assis
Bottom Board

= Bottom cover
Heater and PRTs

Figure 2-3: Engineering Camera hardware design
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2.1.1 Hazard Avoidance Camera (Hazcam)

The Hazard Avoidance Cameras (Hazcams) are two stereo pairs (front) and one stereo pair (rear) of
engineering cameras with fish-eye lenses at 25 cm (front) and 93.4 cm (rear) baseline separation
mounted at both the front and rear ends of the Warm Electronics Box (WEB).

The Hazcams provide imaging primarily of the near field (< 5 m) both in front of and behind the
rover. These cameras will be used to determine safe driving directions for the rover and provide for
on-board hazard detection using stereo data to build range maps. They also support science
operations for selecting near field target and robotic arm operations.

Hazcam optics characteristics useful in the analysis of EDR and RDR products are described in
Table 2-2. Front Hazcam locations are shown in Figure 2-4 with the mapping to names in Figure
2-5. Rear Hazcam locations are show in Figure 2-6.

Note that there are two sets of front Hazcams, one connected to each Rover Compute Element
(RCE). If RCE-A is active, Front Haz A cameras will be used, while the B cameras are used with
RCE-B. There is just one pair of rear Hazcams, with an unusually large baseline since one is on
each side of the rover body.

Table 2-2 — Hazcam operational characteristics

Characteristic Value
Resolution (S x L) 5120 x 3840

Bit Depth 12

Field of View (FOV) 136 x 102 deg
Baseline Stereo Separation 24.8 cm for front, 93.4 cm for rear
Angular Resolution 0.46 mrad/pixel at center
Pixel Size 6.4 um x 6.4 ym
Spectral Bandpass 400 - 675 nm
Focal Length 13.8 mm
f/number 12

Depth of Field 0.8 m - infinity

Best Focus 09m

This document has been reviewed and determined not to contain export controlled technical data.
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Robotic Arm Elbow Restraint Robotic Arm Shoulder
Front HazCam Assembly

SHERLOC Calibration Target

Figure 2-4: Front Hazcam locations

Camera stereo pair Camera stereo pair s

Figure 2-5: Front Hazcam stereo pair mapping. Blue is the A-side pair, red is the B-side pair.
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Aft Closeout Panel

| | HCR2
RIMFAX Antenna

+Y HazCam Assembly

Figure 2-6: Rear Hazcam location

2.1.2 Navigation Camera (Navcam)

The Navigation Camera (Navcam) is a mast-mounted stereo pair of engineering cameras at 42.4 cm
baseline separation with a spectral bandpass at approximately 275 nm (passing longer wavelengths).
It will primarily be used for navigation purposes and general site characterization (360° panoramic
images and targeted images of interest, including terrain not viewable by the Hazcams).

The cameras are co-boresighted with the Mastcam-Z, and Navcam images will also be used for
Science target selection and analysis.

Navcam optics characteristics useful in the analysis of EDR and RDR products are described in
Table 2-3, with Navcam location shown in Figure 2-7:

Table 2-3 — Navcam Operational Characteristics

Characteristic Value
Resolution (S x L) 5120 x 3840
Depth Bits 12
Field of View (FOV) 96° x 73°
Baseline Stereo Separation 42.4 cm
Angular Resolution 0.33 mrad/pixel at center
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Characteristic Value
Pixel Size 6.4 ym x 6.4 ym
Spectral Bandpass 400 — 675 nm
Focal Length 19.1 mm
f/number 12
Depth of Field 1.5 m - infinity
Best Focus 3.5m

Figure 2-7: Navcam location

2.1.3 Sample Caching System Camera (CacheCam)

The CacheCam is a single camera mounted inside the body of the rover. It acquires images of the
contents of the sample tubes as they are acquired before being sealed. It does not articulate,
although the tube carrier can articulate. Note that the CacheCam does not a camera model associated
with it. Table 2-4 provides the camera characteristics, while Figure 2-8 shows the location of the
camera.

This document has been reviewed and determined not to contain export controlled technical data.
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Table 2-4 — CacheCam Operational Characteristics

Characteristic Value
Resolution (S x L) 5120 x 3840
Bit Depth 12
Field of View (FOV) Horizontal 65 mm
Field of View (FOV) Vertical 49 mm
Field of View (FOV) Diagonal 81 mm

Angular Resolution

12.5 um/pix at plane of focus
~0.51x magnification

Pixel scale (center of FOV)

12.5 microns/pixel

Focal Length 32 mm
Focal ratio f/8
Depth of Field +/-5mm

Best Focus

140 mm below illuminator mirror

This document has been reviewed and determined not to contain export controlled technical data.
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2.2 SuperCam Remote Micro-Imager (RMI)

The SuperCam RMI camera subsystem is packaged onboard the rover in two instrumentation units:
the Mast Unit affixed to the RSM (Figure 2-9), and the Body Unit housed within the rover WEB.
The RMI camera provides high-resolution color context images of the LIBS sampling area as well as
imaging rock morphologies and distant features. It includes an adjustable focus capability with 2048
x 2048 CMOS color detector (Bayer Filter). Raw RMI images are 10-to13-bit (coded on 16-bits)
and are often transformed onboard into four images of 1024 x 1024 pixels each consisting of the red,
greenl, green2, and blue (RGGB) Bayer cells in separate images [FDD SCAM].

Figure 2-9: SuperCam Mast Unit

RMI optics characteristics useful in the analysis of EDR and RDR products are described in Table
2-5 below. RMI image data return compression modes are listed in Table 2-6. The camera
acquisition of the scene and subsequent onboard storage and readout of image data is illustrated in
Figure 2-10.

Table 2-5 — SCAM RMI Operational Characteristics

Characteristic Value

This document has been reviewed and determined not to contain export controlled technical data.
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Characteristic Value
Resolution (S x L) 2048 x 2048
Bit Depth 12 (13 for HDR)
Field of View (FOV) 18.8 mrad
useful
Field of View (FOV) 20.6 mrad

full frame, including dark corners

Spatial Resolution
with 20% contrast

80 prad/pixel

Angular Resolution

10 prad/pixel

Spectral Bandpass

375 - 655 nm

Focus Range

~1.05 m to infinity

Depth of Field

~2.5mm at 1.56m
~9.5mm at 3m
~10.5 cm at 10m

Table 2-6 — RMI Compression Modes

Version 3.1

Mode Description
0 No compression
1 ICER
2 JPEG
RMI Image Data Formats
_[ bit depth ] frame size ]
= (oo ] 2048x2048 )
multiframe? Subframing ]
Piecewise HDR m samples x 2048 lines
gies 10

[ All transmitted as 16 bits to the RCE |

[ DsandmpL |

m samples x n lines ]

_[ color and compression ]

» Decompress image
» Recompose Bayer pixel order for ICER products
» Generate VICAR and FITS file formats

4

Raw images are either 2048x2048 16 bits SCAM
images with a dynamic of 10, 12, or 13 bits only,
or 2048x2048x3 8 bits JPEG images.

Compression
mode

* preserve bit depth up to 13 bits
* preserve Bayer filter (after IDS)

* bit scaling to 8 bits with LUT or bit shift (default)
» Malvar demosaicing >m x n x 3 pixels

* bit depth preserved, Bayer filter
* uncompressed image can be stored onboard

Figure 2-10: RMI Image Data Formats
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2.3 Mastcam-Z Camera Instrument Suite

Mastcam-Z is comprised of a pair of color-capable zoomable, focusable stereo cameras (“eyes”)
mounted on the rover’s Remote Sensing Mast (RSM). Each camera has identical zoom/focus
capabilities and a different set of spectral filters. The CCDs consists of 1648 x 1200 pixels, where
1600 x 1200 are photoactive pixels. These cameras are capable of video. They acquire color via
Bayer-pattern filters on the CCD, but also have selectable filters for science/geology applications.
For more details on how the Bayer pattern interacts with filters, see Section 5.6.3.

Mastcam-Z optics characteristics that are useful in the analysis of EDR and RDR products are
described in Table 2-7.

Table 2-7 — Mastcam-Z Operational Characteristics

Characteristic Left/Right Eye

Resolution (S x L) 1648 x 1200
(1600 x 1200 photoactive pixels)
Bit Depth 11
Field of View (FOV) Wide: 25.6° x 19.1°
Narrow: 6.18° x 4.63°

Baseline Stereo Separation 24.4 cm
Toe-in per eye 1.15°
Pixel Size 74 umx 7.4 uym
Spatial Resolution (Wide Zoom) ~0.6 mm/pix @ ~2 m range

~3 cm/pix @ 100 m range

Spatial Resolution (Narrow Zoom) ~0.13 mm/pix @ ~2 m range
~6.7 mm/pix @ 100 m range

Angular Resolution 26 mm focal length: 283 prad/pix
110 mm focal length: 67.4 prad/pix

Focal Length 26 — 110 mm

f/number 26 mm focal length: /6.7

110 mm focal length: /9.5

0.5m to « for 26 to ~50mm
1m to « for ~50 to 110mm

Focus Range

Number of Spectral Filters 7 plus Broadband RGB Bayer pattern

Each Mastcam-Z camera has an 8-position filter wheel (Table 2-8). One of the positions per camera
is a broadband filter for use with the RGB Bayer color capability of the CCD. Six of the remaining
positions per camera provide color imaging capability in eleven unique wavelengths from 400 to
1000 nm. One additional filter per camera has a neutral density coating to provide direct solar
imaging capability in RGB (left eye) and 880 nm (right eye). The remaining six narrow-band filters
are used for science multispectral imaging.

Mastcam-Z multispectral, stereo, and panoramic images will use the RGB and narrow-band filters to
provide detailed geologic and geographic information. These images will explore the morphology,
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topography, and geologic context along the rover's traverse in addition to constraining mineralogic,
photometric, and physical properties of the surface. The images will target places exhibiting color
variations, diagnostic morphologies, and potentially diverse chemistries and lithologies. These
images will monitor and characterize atmospheric and astronomical occurrences. In addition,
Mastcam-Z images will provide context and key engineering information in support of the sample
location, extraction, and caching, as well as documentation for driving, arm placement, and other
rover operations decisions [Bell2020].

Mastcam-Z filter response profiles, including those of the RGB Bayer filters, are described in
[Hayes2020] and are shown in [Bell2020].

Mastcam-Z Zoom Motor counts and corresponding Focal Length values are listed in Table
2-9. The relationship of Zoom vs. Focal Length is approximated as a piecewise linear
function. Thus for a given Zoom motor count, the corresponding focus F is defined by:

F:<f2_ 1)(Z_Z1)+f1

Zy — 2y

where 71,72 are the min and max values of the range from the table containing z, and fi, f> are
the corresponding min and max focal lengths for the range.

Table 2-8 — Mastcam-Z Spectral Filters and Bandpass

Filter Left Eye Wavelength (£ Bandwidth), Right Eye Wavelength (£ Bandwidth),
Position Aeff = HWHM (nm) Aeff = HWHM (nm)

0 630 + 43 (Bayer filter Red) 631 + 43 (Bayer filter Red)
544 + 41 (Bayer filter Green) 544 + 42 (Bayer filter Green)
480 + 46 (Bayer filter Blue) 480 + 46 (Bayer filter Blue)

1 800 +9 800+9

2 754 £ 10 866 + 10

3 677 £ 11 910 £ 12

4 605 + 9 939 £ 12

5 528 + 11 978 £ 10

6 442 + 12 1022+ 19

7 590 + 88, ND6 880 + 10, ND5
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Figure 2-11: Mastcam-Z Spectral Response

Table 2-9 — ZCAM Focal Length to Zoom Motor Counts

Zoom Focal
Motor Length
Count )
(@) (mm)
0 26
2448 34
3834 48
5196 63
6720 79
8652 100
9600 110

2.4 SHERLOC Camera Suite

R3

—RO0-R

RO-G
—R0-B
—L0-R
—L0-G
—L0-B

——Right Eye Filters
Left Eye Filters [

R4

Al

200

R5 R6

1000

1100

"The SHERLOC instrument is composed of a spectrometer (see [SIS-SHERLOC]) and two cameras,

WATSON and ACI. WATSON is used for general observations while ACI captures details of the

spectrometer observation."

2.4.1 SHERLOC-WATSON

The SHERLOC-WATSON camera is a focusable color camera located on the turret at the end of the
M2020 robotic arm and is a build-to-print copy of the MSL MAHLI instrument. The instrument
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acquires images of up to 1648 by 1200 pixels (generally only 1600 x 1200 is used) with a color
quality equivalent to that of consumer digital cameras using a Bayer pattern. It is also capable of
video. SHERLOC-WATSON optics characteristics useful in the analysis of EDR and RDR products
are described in Table 2-10. Figure 2-12 shows the locations of both SHERLOC cameras.

Note that the spatial resolution in Table 2-10 measures the working distance. Working distance is
measured from the front lens element (front surface of sapphire window) to the target (assumes a
planar target parallel to the plane defined by the sapphire window). Working distance can be
determined from focus motor count per the formulae (for dust cover close and dust cover open
cases) in the Edgett et al. (2019) WATSON Cal Rept. [Edgett2019]

Spatial resolution may be calculated by:
PS = 6.7593 + [3.658 X WD]
where PS is the Pixel Scale in um/pixel and WD is the working distance is in cm. Note that the

constants above are actuals for the unit onboard the M2020 Spacecraft, and these differ from testbed-
WATSON, testbed-MAHLI, and MSL-flight-MAHLI).

Table 2-10 —- SHERLOC-WATSON Operational Characteristics

Characteristic Value
Resolution (S x L) 1648 x 1200
(1600 x 1200 photoactive pixels)
Bit Depth 11
Field of View (FOV) close range focus = 32.8° x 24.6°
infiinity focus = 31.2° x 23.4°
Spatial Resolution ~105 pum/pixel at 27 cm distance
15.9 uym/pixel at 25 mm distance
Angular Resolution 0.3 - 0.34 mrad/pixel
Spectral Wavelength + Bandwidth (Aeff + HWHM) 590 + 88 nm (Broadband)

640 + 44 nm (Bayer filter Red)
554 + 38 nm (Bayer filter Green)

495 + 37 nm (Bayer filter Blue)

Focal Length 18.4 - 21.4 mm
f/number 9.8-85

Depth of Field 1.6 mm - >4800 mm
Focus Range 17.8 mm - infinity
Number of Spectral Filters 1 plus Bayer pattern on CCD

This document has been reviewed and determined not to contain export controlled technical data.
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CONTEXT IMAGER

Monochromatic imager
Kodak KAI 2020 1200x1600 pixel CCD

SPECTROMETER

* Asphere-Sphere Spectrometer
« e2v CCD with 512 x 2048 pixels

Version 3.1

| /
AUTOFOCUS L ASER WIDE ANGLE IMAGER
« Autofocus mechanism « 248.6 nm deep UV laser * MAHLI BUILD-TO-PRINT

* Objective element

» LEDs

Figure 2-12: WATSON(“Wide Angle Imager”) and ACI(“Context Imager”) Cameras of

SHERLOC instrument suite.

2.4.2 Autofocus and Context Imager (ACI)

The SHERLOC-ACI is used to capture detailed images of the area observed by the SHERLOC
spectrometer. It is co-boresighted with the laser illumination and spectral collection path. Light
from the target (indirect sunlight or LED illumination) is collected by the autofocus objective and

directed to the context imager by the foreoptics.

Table 2-11 provides the camera characteristics while Figure 2-12 shows the location of the camera.

Table 2-11 — SHERLOC-ACI Operational Characteristics

Characteristic

Value

This document has been reviewed and determined not to contain export controlled technical data.
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Characteristic Value
Resolution (S x L) 1648 x 1200
(1600 x 1200 photoactive pixels)
Bit Depth 11
Field of View (FOV) 7.9 x 10.6 degrees
16.16 x 12.12 mm with 11.7mm &
unvignetted
Spatial Resolution 10.1 ym/pixel at 48 mm distance
Angular Resolution 115 prad/pixel
Spectral Wavelength 550 + 50 nm (grayscale)
Depth of Field 250 ym
Number of Spectral Filters 0 (monochrome detector)
Effective focal length 87.5 mm
Working distance 48 mm

2.5 PIXL Micro Context Camera (MCC)

The PIXL Micro Context Camera (MCC) consists of a power and data processing unit, referred to as
MCC Electronics (MCCE), the camera unit (MCC) together with the two active light sources: Two
Structured Light Illuminators (SLI) and a Flood Light Illuminator (FLI). The SLI is directly driven
by the MCC, while the FLI has two external electronics (FLIE) that serve as energy storage and
control for the FLI. The MCCE is piggyback mounted to the PIXL electronics in the rover’s body,
wheras all the optical components are embedded into the PIXL’s Sensor Assembly mounted on the
turret.

The light sensitive device of the MCC is a CCD with the physical dimensions of 7.95mm x 6.45mm,
with 752x580 pixels, each pixel being 8.6 x 8.3 um. The camera optical lens has an effective focal
length of ~9.5 mm. The CCD is tilted 5.2 degrees relative to the boresight in order to maintain an
anguled depth of focus (Scheimplug Principle), complying with the angled perspective when the
PIXL Sensor Assembly is oriented perpendicular to the targeted surface. The FLI has LEDs in 4
color channels Red (735nm), Green (530 nm), Blue (450 nm and UV (385 nm). Each channel has 6
LEDs and each color can be controlled individually. Furthermore, all the Green LEDs can be
individually controlled.
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MCC SLI FLIEAand B

FLI = MCCE

Figure 2-13: Images of the MCC components and location of sensor head components within
the PIXL Sensor Assembly

Figure 2-14: The PIXL Sensor Assembly
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Control of whether to use specific color channel, is achieved by setting the current level for each
LED string. To disable/enable a specific string, the current is set to one of the four available levels:
OmA, 140mA, 280mA and 500mA. Figure 2-11 provides the mapping of LED IDs on the FLI and an
overview of the arrangement of the LED relative to the output strings from FLIE A and FLIE B.

Color String LED ID
FLIEA1 R1, R3,R5
Red FLIEB 1 R2, R4, R6
ALL (6xLEDs) ALL R
FLIEA3 G1
FLIEB 3 G2
FLIE B 4 G3
Green FLIEA4 G4
FLIEB 5 G5
FRONTVIEW FLIEB 6 G6
ALL (6xLEDs) ALL G
FLIEAS B1, B4
Blue FLIEA7 B2, B5
FLIEB7 B3, B6
ALL (6xLEDs) ALL B
FLIEA6 Uv1, Uv4
UV FLIEAS8 uv2, Uv5
FLIEB 8 UVv3, UV6
ALL (6xLEDs) ALL UV
White ALL ALLR, G, B, UV

Figure 2-15: LED distribution on the FLI and corresponding LED ID

Table 2-12 — PIXL-MCC Operational Characteristics

Characteristic Value
Resolution (S x L) 752 x 580
Bit Depth 8
Field of View (FOV) 37.6 deg x 28.4 deg
~39 mm x 31 mm
CCD Pixel Spatial Resolution 8.6 um/pixel x 8.3 pm/pixel
Focal Length 9.54 mm
Angular Resolution 0.91 x 0.87 mrad/pixel
Spectral Wavelength Continuous in the visible
spectrum, reaching from NUV to
NIR
Number of Spectral Filters 0 (monochrome detector)

2.6 MEDA Sky Camera

The MEDA Skycam is a fixed camera looking up, which is intended to take images of the sky for
weather monitoring purposes. It is a build-to-print copy of the MER and MSL Engineering Cameras
(but with a different lens). See Table 2-13 for camera characteristics. The camera is mounted in the
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center of the Radiation and Dust Sensor (RDS) and also includes a 120° FOV Baffle (ring on lens)

that will be used to block sunlight at specific times during the Martian Sol (Figure 2-16).

Table 2-13 — SkyCam Operational Characteristics

Characteristic Value
Resolution (S x L) 1024 x 1024
Bit Depth 12

Field of View (FOV)

124 x 124 deg

Angular Resolution

2.1 mrad/pixel at center

Spectral Bandpass 600 - 800 nm
Focal Length 5.58 mm
f/number 15
Depth of Field 0.1 m - infinity
Best Focus 0.5m

Figure 2-16: RDS-Skycam with FOV

2.7 EDL Camera Suite

Version 3.1

The EDL camera suite consists of 7 COTS FLIR (formerly Point Grey) cameras mounted to the
backshell, descent stage structure, and the rover body. They are generally used to capture events
during EDL, although the RDC and RUC can be used to observe the surface once on the ground.

See Figure 2-17 and Table 2-14.
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Figure 2-17: EDL Cameras overview

2.7.1 Parachute Uplook Cameras (PUC)

The 3 Parachute Uplook Cameras (PUC) are FLIR Chamleon 3 (model CM3-U3-13Y3C-CS). The
cameras are mounted on the top of the Backshell. Each camera has identical capabilities and can
acquire color (Bayer pattern CCD) images of up to 1280 x 1024 pixels and are capable of video at
149 fps with global shutter readout. The PUCs start to acquire image data immediately before
parachute deployment at a frame rate of 75 fps (frames per second) and continue acquiring data at
that rate for 30 seconds. After 30 seconds the frame rate drops to 30 fps until backshell separation,
expected to occur approximately 98 seconds later. The total number of expected PUC images is ~
5,190 images per PUC, or 15,570 total images.

2.7.2 Descent Stage Downlook Camera (DDC)

This camera is located at the bottom of the Descent Stage structure and will look downward at the
Rover to capture imagery of the following events: rover dynamics during bridle descent and mobility
deployment and Descent Stage main engine plume interactions with the Martian surface through
touch down. The DDC will start acquiring image data just before heatshield separation. The DDC
acquires data at 12 fps for ~ 75 seconds and is expected to acquire approximately 900 images.

2.7.3 Rover Uplook Camera (RUC)

This camera is located on the top of the Rover and will look upward at the Descent Stage Record
descent stage dynamics from sky crane through touchdown and capture flyaway event. The RUC
will start acquiring data just before heatshield separation. The RUC acquires data at 30 fps for
approximately 130 seconds and is expected to generate approximately 4,000 images.

Note that the RUC is functional after landing and is occasionally used to acquire non-EDL images.
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2.7.4 Rover Downlook Camera (RDC)

This camera will be located on the side of the Rover and will look downward at the Martian surface
during EDL starting at heatshield release through touchdown on the surface. The RDC will start
acquiring data just before heatshield separation. The RDC acquires data at 30 fps for approximately
260 seconds and is expected to acquire a total of approximately 7,500 images.

Note that the RUC is functional after landing and is occasionally used to acquire non-EDL images.

2.7.5 EDL Microphone

The EDL camera package also includes a microphone, that will be used to record audio during EDL
(Entry, Descent, and Landing), and possibly other times throughout the mission.

Table 2-14 — EDL Cameras Operational Characteristics

Characteristic PUC/RUC/RDC DDC
Resolution (S x L) 1280 x 1024 2048 x 1536
Bit Depth 8 8
Field of View (FOV) (horizontal) 35deg+3 48 deg + 3
Field of View (FOV) (vertical) 30deg+3 37deg*3
Pixel scale ~0.5 mrad/pixel ~0.4 mrad/pixel
Focal Length 9.5 mm 8 mm
f/number fI7 /5.6
Best Focus PUC=44 m 8m

RUC=8m
RDC-=infinity

2.8 Lander Vision System Camera (LCAM)

The LVS Camera (LCAM) is intended to be used only during EDL to acquire images under high
attitude rates and velocities, which are then used by the landing system for navigation. It is located
on the outside of the rover body. The camera has a global shutter with a low exposure time and has
a wide field of view to be able to capture terrain features even when camera is pointed up to 45° off-
nadir. See Table 2-15.

Table 2-15 — LCAM Operational Characteristics

Characteristic Value
Detector Type Global shutter and grayscale
Resolution (2x2 summed) 1024 x 1024
Bit Depth 8
Field of View 90°x90°
Focal Ratio fl2.7
Focal Length 5.8mm
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Characteristic Value
Best Focus 2m to infinity
Signal-to-Noise Ratio 80 at half full well depth
Exposure Time ~1ms
Latency ~100ms

2.9 Helicopter imaging suite

The Mars 2020 rover carries a helicopter as a technology demonstration. The helicopter will fly up
to 5 times over a ~30 sol period early in the mission. The helicopter carries two cameras, one for
navigation and one for capturing aerial views for science evaluation. The images are stored onboard
during flight, and then are transmitted to the rover afterwards for relay to Earth.

Table 2-16 — Helicopter Cameras Operational Characteristics

Characteristic Nav RTE
Resolution (S x L) 640 x 480 4224 x 3120
Bit Depth 8 8
Field of View (FOV) 133 x 100 deg 101 x 82 deg
Angular Resolution 3.6 mrad/pix 0.53 mrad/pix
Number of Spectral Filters 0 (monochrome detector) 0 (color detector)
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.'E _ |
Figure 2-18: Helicopter Cameras Photo. Bottom View: RTE is at the lower corner in the
indentation. Navigation Camera is the "nose" in the oval cutout.

2.9.1 Helicopter Navigation Camera

The helicopter navigation camera is a 640x480 pixel, 8-bit, grayscale camera. It points straight
down from the belly of the helicopter (see Figure 2-19). It is used by the onboard navigation
software to determine helicopter position and attitude, and to help navigate to the desired destination.
Selected images may be returned to Earth for analysis.
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2.9.2 Helicopter Return to Earth Camera
The helicopter “Return to Earth” camera is a 4224x3120 pixel, 8-bit, color camera. It is mounted on

the side of the helicopter and faces down at a 45 degree angle so it can see both nadir and horizon
(see Figure 2-19).

Figure 2-19: Helicopter Cameras location and viewing frustrums. Navigation Camera looking
straight down, RTE angled.

2.10 Camera Flight Software Processing

For certain cameras, onboard processing is used to prepare the data for downlink. There are three
types that are worth special mention in this section.

2.10.1 JPEG Compression

JPEG data must be processed in two ways before it can be sent. These steps are done in the FSW for
the ECAM, RMI, and SkyCam cameras. For ZCAM and both SHERLOC cameras, they are done
onboard the camera itself.

First, the data must be converted to 8 bits. This is required because JPEG does not support more
than 8 bits. In order to convert from the native 10-13 bit formats, the data is “companded”. This is a

form of compression that reduces the dynamic range to 8 bits using either bit shifting or a lookup
table (see Section 5.2.2).
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Second, the data must be converted to color (see Section 5.2.3). The raw Bayer pattern has a large
high-frequency content (since every neighboring pixel is taken with a different filter). This high
frequency content would not compress well using JPEG, and would result in serious color artifacts if
it were decompressed and then debayered. Therefore, any time JPEG is used for transmission, the
Bayer pattern must be removed onboard. This uses the same Malvar algorithm [Malvar2004] as
used by the pipeline.

2.10.2 Color ICER for SuperCam

When SuperCam requests sending data in ICER compression mode, the rover FSW extracts the four
Red, Green-1, Green-2, and Blue color arrays and sends each array separately to the ICER
compressor with the same compression parameters. Rover FSW then packs the 4 separate color
channel “images” into a single downlink product. This is re-converted on the ground into the
original Bayer-pattern image (which then requires de-Bayering in the ground system). This
mechanism limits the damage caused by the potentially lossy ICER compression and enables better
compression by removing the very high frequency content imposed by the Bayer pattern itself, while
preserving the ability to use other de-Bayering algorithms on the ground.

2.10.3 Compression for MEDA

The MEDA Skycam images stored in instrument flash memory have been compacted into image
segments that store 2 pixels of data in 3 bytes of memory. When the instrument transfers the data to
the RCE for downlink, the Rover FSW iteratively receives each segment of the image and
decompacts the segments to create the full-size image. The full-size image is then compressed per
the compression parameters and stored on the RCE for downlink.
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3. PRODUCT LABEL AND HEADER

Mars 2020 image products consist of at least two files: the image data file in VICAR/ODL format,
and a detached PDS4 label file in XML format. Some products also incorporate the original JPEG
stream from the spacecraft (EJP type) as a third, supplemental file. The image file is in a dual
VICAR/ODL format, the same as was used on MER and MSL. It consists of three major parts: the
ODL label, the VICAR label, and the image area. Thus, each image actually has three labels: the
attached ODL and VICAR labels, which are embedded within the image data and are used during
operations, and the detached PDS4 label, which is used for archiving the data at PDS. The VICAR
and ODL labels are very similar (see below). All three labels contain the same semantic content and
can be used interchangeably. For products produced by IDS, the VICAR label is produced natively
from the tools; the ODL and PDS4 labels are then created from that label, which ensures they have
the same semantic content. The VICAR label is used internally by the Mars 2020 project's GDS and
also the MIPL software. The ODL label is used by many science teams. Both are included for
maximum compatibility, so that operations tools can still be used on archive data.

There are some data products produced by non-IDS teams that do not have the VICAR label, but
rather have just the ODL and PDS4 labels. The format is the same, except for the lack of VICAR
label.

Figure 3-1 shows the relationships between these labels and the data files for the most common
product types.

3.1 ODL Label

As implied in the previous section, the image EDRs and RDRs described in this document have an
attached ODL label and a detached PDS4 label. Each institution is responsible for converting PDS-
formatted products to be compatible with their own software systems (such as VICAR, IDL, ISIS,
etc.).

The attached ODL label starts with the keyword assignment:

ODL_VERSION ID =ODL3
An ODL label is object-oriented and describes the objects in the data file. The ODL label contains
keywords for product identification, along with the data object definition containing descriptive
information needed to interpret or process the data in the file.
ODL label statements have the form of "keyword = value". Each label statement is terminated with a
carriage return character (ASCII 13) and a line feed character (ASCII 10) sequence to allow the label
to be read by many operating systems. Pointer statements with the following format are used to

indicate the location of data objects in the file:

~object = location
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where the carat character (*, also called a pointer) is followed by the name of the specific data
object. The location is the 1-based starting record number for the data object within the file.
Alternatively, it could be the 1-based byte location within the file if it includes a <bytes> unit tag.
Pointers are used to define the locations of the binary instrument data itself ("IMAGE for image
data), and the VICAR header in the case of images ("IMAGE HEADER).

3.1.1 Keyword Length Limits

All ODL keywords are limited to 31 characters in length. Therefore, software that reads M2020
ODL labels must be able to ingest keywords up to 31 characters in length.

For image RDR-producing institutions wishing to accommodate the VICAR mapping of ODL
keywords that use a <unir> tag after the value, such keywords must be limited to 25 characters in
length to accommodate the “  UNIT” suffix. Otherwise, those keywords will not be transcoded
from the ODL label into a VICAR label.

3.1.2 Data Type Restrictions

In order to accommodate VICAR dual-labeled files, 16-bit data must be stored as signed data.
Unsigned 16-bit data are not supported. 12-bit unsigned data from the cameras are stored in a 16-bit
signed value. 8-bit data are unsigned.

3.1.3 Interpretation of N/A, UNK, and NULL

During the completion of data product labels or catalog files, one or more values may not be
available for some set of required data elements. In this case the literals “N/A”, “UNK”, and
“NULL” are used, each of which is appropriate under different circumstances. As a note, if any one
of these three symbolic literals are used in place of a keyword value that is normally followed by a
Unit Tag(s) (e.g., “<value>"), the Unit Tag(s) is removed from the label.

e “N/A” (“Not Applicable”) indicates that the values within the domain of this data element are
not applicable in this instance. For example, a data set catalog file describing NAIF SPK
kernels would contain the statement:

INSTRUMENT ID ="N/A"
because this data set is not associated with a particular instrument.
“N/A” may be used as needed for data elements of any type (e.g., text, date, numeric, etc.).

e “UNK” (“Unknown”) indicates that the value for the data element is not known and never
will be. For example, in a data set comprising a series of images, each taken with a different
filter, one of the labels might contain the statement:

FILTER NAME = "UNK"

if the observing log recording the filter name was lost or destroyed and the name of the filter
is not otherwise recoverable.

“UNK” may be used as needed for data elements of any type.
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e “NULL” is used to flag values that are femporarily unknown. It indicates that the data
preparer recognizes that a specific value should be applied, but that the true value was not
readily available. “NULL” is a placeholder. For example, the statement:

DATA SET RELEASE DATE = "NULL"

might be used in a data set catalog file during the development and review process to indicate
that the release date has not yet been determined.

“NULL” may be used as needed for data elements of any type.

Note that all “NULL” indicators should be replaced by their actual values prior to final
archiving of the associated data.

Unlike earlier missions, some effort has been expended to reduce the number of UNK, N/A, and
NULL values appearing in the label, since they can cause difficulties with the Velocity technology
used to create PDS4 labels. Therefore, while these values are possible, they should be rare.

3.1.4 ODL Label Constructs “Class”, “Object” and “Group”

For the products described in this document, the ODL label includes the following constructs:

J Class - The Class construct resides in a ODL label as a grouping of keywords that
are thematically tied together. Classes are usually preceded by a label comment,
although it is not required. ODL label comments are character strings bounded by
“/* */” characters.

In the M2020 Camera ODL label a Class of keywords will be preceded by a
comment string as follows:

/* comment string */
keyword = keyword value
keyword keyword value

J Object - The Object construct is a set of standard keywords used for a particular
data product. In the M2020 Camera ODL label an Object’s set of keywords is
specified as follows:

OBJECT = Object identifier
kevword = kevword value
kevword = kevword value
END OBJECT = Object identifier
J Group - The Group construct is a grouping of keywords that are not components of

a larger Object. Group keywords may reside in more than one Group within the
label. In the M2020 Camera ODL label, a Group’s set of keywords is specified as

follows:

GROUP = Group identifier
keyword = keyword value
keyword = keyword value

END GROUP = Group identifier
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3.1.5 ODL Image Object

An IMAGE object is a two-dimensional array of values, all of the same type, each of which is
referred to as a sample. IMAGE objects are normally processed with special display tools to produce
a visual representation of the samples by assigning brightness levels or display colors to the values.
An IMAGE consists of a series of lines, each containing the same number of samples.

The required IMAGE keywords define the parameters for simple IMAGE objects:

e LINES is the number of lines in the image.

e LINE SAMPLES is the number of samples in each line.

e SAMPLE BITS is the number of bits in each individual sample.
e SAMPLE TYPE defines the sample data type.

The IMAGE object can have a number of keywords relating to image statistics. These keywords are
generally not used on Mars 2020. If they are present, they must be updated to reflect the current
statistics of the image. Note that the VICAR label never contains these keywords. The statistics
keywords are:

MEAN

MEDIAN

MAXIMUM

MINIMUM

STANDARD DEVIATION
CHECKSUM

Many variations on the basic IMAGE object are possible with the addition of optional keywords
and/or objects. The “"IMAGE” keyword identifies the start of the image.

3.2 PDS4 Label

The PDS4 label is a separate file with the same base name and an extension of “.xml”. It is in XML
format whose content is controlled by the PDS Information Model and PDS core, discipline, and
mission data dictionaries. The PDS4 label contains the same semantic information as the VICAR
label, although the format is quite different. For image files (ending in “.IMG”), the label removes
the IMG extension and replaces it with “.xml”, in keeping with PDS4 practices. For other files, the
“.xml” extension is added to the end of the complete filename, for example “. TXT.xml” or
“.obj.xml”. This prevents name collisions, as there are many non-image files that share the same
name except for extension. Appendix B contains tables mapping between VICAR/ODL keywords
and their corresponding PDS4 construct.

PDS4 class and attribute names make use of a namespace system, of the form
“namespace:keyword” where “namespace” is the data dictionary name (such as “img”,
29 ¢

“msn”, “geom”, etc) and “keyword” is the class or attribute name. If the namespace is missing, the
PDS core data dictionary should be assumed.

3.3 VICAR Label

For all image EDR data products and MIPL produced image RDR data products, an embedded
VICAR label follows the ODL label and is pointed to by the ODL pointer “"IMAGE_HEADER”.
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The VICAR label is also organized in an ASCII, “keyword = value” format, although there are only
spaces between keywords (no carriage return/line feeds as in ODL). The information in the VICAR
label is an exact copy of the information in the PDS label as defined in the next section. The reader
is referred to the VICAR File Format document for details of the format, which is available at the
URL http://www-mipl.jpl.nasa.gov/external/VICAR file fmt.pdf. The following text is an excerpt
which describes the basic structure:

A VICAR file consists of two major parts: the labels, which describe what the file is,
and the image area, which contains the actual image. The labels are potentially split
into two parts, one at the beginning of the file, and one at the end. Normally, only the
labels at the front of the file will be present. However, if the EOL keyword in the
system label (described below) is equal to 1, then the EOL labels (End Of file Labels)
are present. This happens if the labels expand beyond the space allocated for them.
The VICAR file is treated as a series of fixed-length records, of size RECSIZE (see
below). The image area always starts at a record boundary, so there may be unused
space at the end of the label, before the actual image data starts.

The label consists of a sequence of "keyword=value" pairs that describe the image,
and is made up entirely of ASCII characters. Each keyword-value pair is separated
by spaces. Keywords are strings, up to 32 characters in length, and consist of
uppercase characters, underscores (“_”), and numbers (but should start with a
letter). Values may be integer, real, or strings, and may be multiple enclosed in
parentheses (e.g. an array of 5 integers, but types cannot be mixed in a single
value). Spaces may appear on either side of the equals character (=), but are not
normally present. The first keyword is always LBLSIZE, which specifies the size of
the label area in bytes. LBLSIZE is always a multiple of RECSIZE, even if the labels
don't fill up the record. If the labels end before LBLSIZE is reached (the normal
case), then a 0 byte terminates the label string. If the labels are exactly LBLSIZE
bytes long, a null terminator is not necessarily present. The size of the label string is
determined by the occurrence of the first 0 byte, or LBLSIZE bytes, whichever is
smaller. If the system keyword EOL has the value 1, then End-Of-file Labels exist at
the end of the image area (see above). The EOL labels, if present, start with another
LBLSIZE keyword, which is treated exactly the same as the main LBLSIZE keyword.
The length of the EOL labels is the smaller of the length to the first 0 byte or the
EOL's LBLSIZE. Note that the main LBLSIZE does not include the size of the EOL
labels. In order to read in the full label string, simply read in the EOL labels, strip off
the LBLSIZE keyword, and append the rest to the end of the main label string.

Note that the EOL labels should not appear in archive products.

A binary header may appear in between the VICAR label and the image, containing arbitrary binary
data that are not interpreted by VICAR. The number of records in this header is defined by the
VICAR system keyword NLB. Binary headers are not used on Mars 2020.

3.4 Mapping of ODL and VICAR Labels

In the cases of the attached ODL and VICAR labels, information content is identical, by definition.
ODL and VICAR labels may be used interchangeably, for any purpose in the mission. Any software
that modifies one label must also modify the other, or remove them entirely. This is often most
easily accomplished by stripping off one of the headers, processing the remaining label as desired
locally, and then running a conversion tool to re-create the missing header. Such tools will be
provided by MIPL.
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The mapping between ODL and VICAR keywords is straightforward, and keyword names are
usually the same. However, there are some keyword name differences. The mapping rules are as
follows:

e For mapped ODL and VICAR (if applicable) keywords, values are identical in all cases with
the exception of differences mandated by the file format itself, such as quoting rules. See the
respective ODL and VICAR documents for details, but in general, ODL uses double quotes
(") while VICAR uses single quotes (').

e For ODL and VICAR label keywords, with the exception of those defining the file format
itself (described below), names are identical in both cases.

e Any ODL label group maps 1-to-1 to a VICAR property set with the same name (Group)
name == property set name). All contained keywords are identical in both cases. The
GROUP and END-GROUP keywords are omitted from the VICAR label; PROPERTY
keywords are used instead (as per the VICAR file format definition).

e ODL keywords not in a group is identified by an introductory comment (e.g. /*
IDENTIFICATION DATA ELEMENTS */)). Such classes map 1-to-1 to a VICAR property
set. The name of the VICAR property set and the name of the ODL introductory comment
map as follows:

Table 3-1 — ODL Class to VICAR Property Set Mappings

ODL Class Comment VICAR Property Set Name
/* FILE DATA ELEMENTS */ special case, see below
/* POINTERS TO DATA OBJECTS */ special case, see below
/* IDENTIFICATION DATA ELEMENTS */ IDENTIFICATION
/* TELEMETRY DATA ELEMENTS */ TELEMETRY
/* HISTORY DATA ELEMENTS */ PDS_HISTORY
/* COMPRESSION RESULTS */ COMPRESSION_PARMS

e For VICAR labels, ODL comments (i.e., /* string */) are stored in a keyword named
"PDS_COMMENT". This keyword appears in the VICAR property containing the elements
immediately following the comment. When converting from VICAR to ODL, the comment
is placed immediately before the group or class. Blank lines should surround the comment.
Note that with IDS-generated EDR and RDR data products, multiple comment lines in a
Group are not supported.

e The ODL objects IMAGE HEADER and IMAGE, as well as the keywords in /* FILE
DATA ELEMENTS */ and the "IMAGE and "IMAGE_HEADER pointers (in /*
POINTERS TO DATA OBJECTS */) in the table above, do not map directly to VICAR.
They all describe the layout of the file and the image data. The VICAR equivalent for all of
these items is the VICAR System label. Information maps between these in a
straightforward way. It should be trivial to construct a VICAR system label and the above-
referenced ODL entities after referring to the respective file-format-definition documents.
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Note that the /* FILE DATA ELEMENTS */ and /* POINTERS TO DATA OBJECTS */
comments are constant and so are not mapped to PDS COMMENT keywords in the VICAR
label. They are inserted automatically as part of the system label conversion process.

e The statistics-related keywords in the ODL IMAGE object are MEAN, MEDIAN,
MAXIMUM, MINIMUM, STANDARD DEVIATION, and CHECKSUM. These keywords
are never transferred to the VICAR label. For VICAR -> ODL conversion, they can be
computed from the image, or simply omitted from the ODL image.

e A few remaining items in the ODL IMAGE object are treated specially. The FIRST LINE,
FIRST LINE SAMPLE, INVALID CONSTANT, and MISSING CONSTANT keywords
are transferred to the VICAR IMAGE DATA property set.

e Any ODL keyword with a <unit> tag after the value is transferred to the VICAR label
without the unit tag. A VICAR keyword with the same name, but with " UNIT" (two
underscores) appended to the end, is added with the value of the unit. So for example, the
ODL keyword "EXPOSURE TIME = 1.5 <s>" would translate to two VICAR keywords:
"EXPOSURE TIME = 1.5" and “EXPOSURE _TIME UNIT =s". Note that because of
this, any ODL keyword that can support a unit is limited to 25 characters. If there is more
than one value (an array), a unit is associated with each. In this case, the “ UNIT” VICAR
keyword becomes multi-valued also, with each unit copied in sequence. If one of the
elements does not have a unit (but others do), the corresponding entry is "N/A" (which is not
copied to the ODL label). So for example, ODL "CONTRIVED ANGLE = (1.2 <rad>,
22.0, 54.1 <deg>)" would map to VICAR "CONTRIVED ANGLE = (1.2, 22.0, 54.1)" and
"CONTRIVED ANGLE UNIT = (rad, N/A, deg)".

e The VICAR history label is omitted from the ODL header.

3.5 Mapping of PDS4 and VICAR/ODL Labels

The information contained in the PDS4 and VICAR/ODL labels are semantically equivalent. MIPL
uses the VICAR label exclusively for its processing; the PDS4 label is then generated from the
VICAR label. This ensures consistency of label contents. In the event that additional VICAR/ODL
labels are added during operations but after the PDS peer review, it is possible that those keywords
may not appear in the PDS4 label.

It is important to note that these files are simultaneously valid PDS4 images, and valid VICAR/ODL
images, and may be processed equally by tools of either system. It is critical for the integrity of the
data that both labels be maintained, as described above. Please refer to Appendix B for the mapping
between VICAR/ODL keywords and PDS4 attributes.

The conversion from VICAR to PDS4 is accomplished using a Velocity template. Velocity is a
transformation engine developed by the Apache Foundation that creates XML documents based on a

template. Cruicially, it has the ability to embed macros, which are used to extract VICAR label
information. The Velocity templates are included with the PDS delivery.
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Image Files
FILE.xml FILE.IMG
Detached PDS4 Label (xml) KO’DL Label (ASCII)
<File_Area_Observational> —/ AMAGE_HEADER —

<Array_3D_Image>

\ ANIMAGE —
<File_Area_QObservational_Supplemental> VICAR Label (ASCI)

LBLSIZE >}
(1,1)
EJP.JPG MXY.xmlf .
Camera Binary Data
JPEG Image XML mask
description
Green applies to some files only (nm)
Single-Image Mesh Files
FILE.obj
FILE.obj.xml
OB file
Detached PDS4 Label (xml)

FILE.mtl
<File_Area_Observational> —//

<File_Area_Observational_Supplemental> MTL file
<File_Area_QObservational_Supplemental> —
. —— »  FilE.png
PNG image

Text, Documentation, Ancillary etc Files

FILE.ext.xml FILE.ext

Detached PDS4 Label (xml) Ancillary file

<File> or <Document_File> __—

Extension “ext” varies per type

Figure 3-1: Product Types that have detached PDS4 label
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3.6 Label Groups Organization

The Mars 2020 spacecraft, like its predecessors (MSL, MER, et al) uses a command structure where
what is requested is not always exactly what is actually acquired. For example, autoexposure or
autofocus could be commanded, whereas the returned data has the actual exposure or focus. The
command may ask for no motion of the mast, but the returned data contains the actual mast position.
Additionally, the camera flight software is somewhat tolerant of command errors, so for example if
an illegal subframe is commanded, it will typically take the closest it can get (for example, rounding
off to a multiple of 8 pixels, which is required by some cameras) rather than failing the command.

For this reason, the returned metadata often contains an echo of the command parameters, in
addition to the result of the command.

In VICAR/ODL, command parameters are in REQUEST groups. These are groups of the form
* REQUEST or * REQUEST PARMS. Results are the default, they are in groups that do not
contain “REQUEST”.

In PDS4, command parameters are contained in a <Commanded Parameters> class. This class
exists (as of this writing) in the IMG, IMG_SURFACE, and MSN_SURFACE dictionaries. The
contents of this class consist of attributes and classes that also typically exist outside of a
<Commanded Parameters> parent. In other words, most of the content of the IMG dictionary is
repeated both at the main <Imaging> class, and within <Imaging/Commanded Parameters>.

While most commanded items have a corresponding result item, that is not universally the case. In
general, look for the non-commanded item to get the actual state of the image, but if it does not exist
and the commanded one does, use that.

Another common organizational principle is the “mini-header” group. The mini-header is a small
header, typically from the camera itself rather than the rover flight software, that provides a limited
set of vital metadata. Mini-headers exist for the following cameras:

Mastcam-Z: named MINI HEADER
SHERLOC-Watson: named MINI HEADER
SHERLOC-ACI: named MINI HEADER
SuperCam-RMI: named SCAM_MINI HEADER

The first three all have the same layout and keywords, which closely match the MMM cameras in
MSL. The SuperCam RMI mini-header is completely different from the others.

Normally, label groups are based on functionality — instrument state, identification, compression,
etc. By contrast the mini-header groups are based on where they appear in the telemetry — in the
mini-header. This is because these keywords as a set are useful to the respective instrument teams,
rather than scattering the items all over the label. However, most of the mini-header keywords are
repeated in the functional groups. In general, it is recommended that one look at the functional
groups first, resorting to the mini-header group only if the requested information does not exist, or if
you are specifically looking for the mini-header.
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3.7 VICAR/ODL Label Map

This section provides a high-level overview of the VICAR/ODL label, with a basic description of the
major groups. This is intended as a guide, not a specification — not all possible groups are shown
here, and not all products will contain all groups.

Generally, Mars2020 data products as produced by mission data processing pipelines contain ODL
and/or VICAR labels prepended to the primary data object. Both ODL and VICAR group metadata
keywords into “paragraphs” or groups of similar keywords. Groups are denoted by ““/*
GROUP_NAME */” or GROUP=GROUP_NAME in ODL or by PROPERTY=GROUP_NAME
labels in VICAR. The group structure can be generally mapped to the PDS4 Classes and Attributes
(See Appendix B). However, this is far from a 1-to-1 mapping; items from a given group can appear
in different PDS4 classes and vice-versa.

The group names vary slightly between ODL and VICAR, see Section 3 4.

FILE DATA ELEMENTS - Describes the structure of the data file (similar to PDS4
File Area Observational). System label for VICAR.

IDENTIFICATION DATA ELEMENTS - Contains metadata keywords that identify the mission,
target, instrument, timing and specific data collection elements of the data products. These
keywords map to many different PDS4 classes throughout the Product Observational PDS4
label, but are generally in Identification_ Area or the non-discipline parts of
Observation Area.

TELEMETRY DATA ELEMENTS - Contains metadata keywords that describe how and when
the data product was delivered by the spacecraft telemetry stream. These keywords generally map to
msn_surface:Telemetry.

HISTORY DATA ELEMENTS - Contains processing history metadata keywords. These keywords
generally map to the proc: dictionary. VICAR history is in a different section of the VICAR label
but also maps to proc: .

GEOMETRIC_CAMERA_MODEL - Contains keywords defining the camera model for the
image. These keywords generally map to geom:Camera_ Model Parameters.

<CS>_COORDINATE_SYSTEM - Contains the definition of the named coordinate system. This
group can be repeated for as many coordinate systems as needed. These keywords generally map to
geom:Coordinate Space Definition.

<OBJECT>_ARTICULATION_STATE - Contains state information for a named articulation
device (such as the arm or Remote Sensing Mast). This group can be repeated for as many objects
as needed. These keywords generally map to geom:Articulation Device Parameters.

OBSERVATION_REQUEST_PARMS - Contains metadata keywords that describe commanded
parameters (not results) for a particular observation. These keywords generally map to
Commanded Parameters classes in various dictionaries.
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<OBJECT> REQUEST_PARMS - Contains metadata keywords that describe commanded

parameters (not results) for a particular component of the observation. These keywords generally
map to Commanded_Parameters classes in various dictionaries.

INSTRUMENT_STATE_PARMS - Contains metadata keywords that describe the state of the
instrument at the time of observation. This is a primary group for result keywords (as opposed to
request keywords). These keywords generally map to classes in the img: dictionary.

INITIAL_STATE_PARMS - Contains metadata keywords that describe the initial state of the
instrument, specifically, the geometry before Visual Odometry results were applied. These keywords
generally map to classes in the geom: dictionary.

COMPRESSION_PARMS - Contains metadata keywords that describe the compression performed
onboard (for transmission) on the image. Any compression that may occur in the ground processing
system is lossless, so is not described in labels. These keywords can generally be mapped to
img:Onboard Compression.

<CS>_DERIVED_GEOMETRY_PARMS - Contains derived geometry state information for a
given coordinate system. This paragraph can be repeated for as many coordinate systems as needed.
These keywords can generally be mapped to geom:Derived Geometry.

DERIVED_IMAGE_PARMS - Contains information about ground processing (image “derived”
from the original image). These keywords can be mapped to classes in several dictionaries
including img:, img surface:, and geom:.

IMAGE_DATA - Contains basic information about the image itself. Most of this is in the System
label in VICAR, although there is also an IMAGE_DATA group in VICAR. These keywords can
generally be mapped to the img: dictionary and the File Area Observational Class.

SURFACE_PROJECTION_PARMS - Describes the map projection used for mosaics. These
keywords generally map to classes in the cart: dictionary.

SURFACE_MODEL_PARMS - Describes the surface model used for map projection of mosaics.
These keywords generally map to classes in the cart : dictionary.

3.8 PDS4 Label Map

This section provides a high-level overview of the PDS4 label, with a basic description of the major
classes. This is intended as a guide, not a specification — not all possible classes are shown here, and
not all product labels will contain all classes.

In general, PDS4 labels are constructed with the PDS4 Product Observational Class, a sub-
class of Product. The Product_Observational sub-class describes a set of information
objects produced by the camera system. Other types of PDS4 Product Classes follow similar
structures but will not map one-to-one with the example presented here.

Product Observational
Identification_Area - identify and name an object.
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logical identifier - name/location of file
version_id - version of product
title - Name of file
information model version - version of PDS4 information model used to create
product
Observation Area - information about the circumstances under which the data were
collected.
Time Coordinates - time at which data was acquired
Primary Results Summary - high-level description of the types of products included
in the collection or bundle
Investigation Area — describes mission, observing campaign or other coordinated,
large-scale data collection
Observing System - describes the observing system (rover and instrument)
Target Identification - identifies the target
Discipline_ Area — discipline specific information. This is the meat of the label.
cart:Cartography — contains mosaic map projection parameters
disp:Display Settings — describes how to view the image
geom:Geometry — describes the geometry of the image. Includes the camera model,
coordinate system definitions, and states of movable devices.
img:Imaging — describes how the image was acquired and processed, and
characteristics of the image
img_surface:Surface Imaging —extra imaging parameters relating specifically
to surface missions
msn:Mission Information - information regarding the mission generally.
msn_surface:Surface Mission Information — information specific to
surface missions. Includes telemetry and command execution information.
msss_cam mh:MSSS Camera Mini Header — contains the mini-header for
Mastcam-Z and both SHERLOC cameras
proc:Process — contains processing history
Mission_ Area - mission specific attributes needed to describe data product
mars2020:Mars2020 Parameters — Mars 2020 specific classes and attributes
mars2020:PIXL Parameters — information about the PIXL illuminators
mars2020:SuperCam Parameters — SuperCam RMI mini-header
Reference List — contains pointers to source products and browse images
File Area Observational - describes the actual data tables
File - identifies the file that contains one or more data objects as described below.
Header — describes the VICAR/ODL labels.
Table Delimited — Describes CSV tables (not used for images, used for meshes).
Array 2D Image — describes the actual image array (single band)
Array 3D Image — describes the actual image array (mutiple bands)
File Area Observational Supplemental - describes a supplemental data file, such
as an EJP or FITS file, which is related to but is not the primary science data.
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3.9 SuperCam FITS files

SuperCam additionally stores EDR images in FITS format. These images have the same image
content as the VICAR/ODL files. In addition, the metadata is stored in HDU (Header Data Unit)
structures within the FITS file. It consists of instrument State of Health (SOH), autofocus, and
relevant instrument information, in binary format as received in the telemetry stream. A copy of the
VICAR label is also stored in an HDU.

All SuperCAM FITS EDRs follow the same scheme for HDU 0 to 4:

 The primary HDU (HDU#0) contains only a FITS header, which consists of a number of cards
in the format “key: value, comment”, which is the standard format for FITS headers. These
cards are meant to give rapid access to useful information such as product creation,
metadata, or to the data itself. Some cards are common to all EDRs (e.g. creation time,
FITS GEN version used), and some depend on the EDR type (number of shots for a LIBS
product, exposure time for RMI ...)

HDU 1 contains a copy of the ODL or VICAR label that was injected at the time of the FITS
creation, in the form of a binary table.

HDU 2 contains a table with all the I-cmds (and their arguments) and data replies that were
recorded in the generic buffer of the BU. It is meant to be the timeline of cmds and replies
that are associated with the commands that produced the file.

HDU 3 and 4 contains the command reply to MU SEND HOUSEKEEPINGS and
COLLECT_ SOH I-commands, respectively. Each SOH (according to the command
dictionary) is reported in one separate column, and each line represent the command reply
at a given time. The millisecond-offset to the last TIMESYNC is reported for each line,
followed by numeric SOH (engineering units), numeric SOH converted to physical units
using the appropriate transfer functions (when appropriate).

It is worth mentioning that a single data product can spawn up multiple EDRs (e.g. a DP containing
an RMI and an autofocus (AF) will spawn two FITS EDRs: one for the RMI and one for the AF.
EDRs that are spawned from the same DP will have identical HDU 1, 2, 3 and 4. The content of
HDU 5 and above depend on the science data that is stored in the file. For RMI EDRs, these HDUs
contain:
1.ICER/RAW images: R, G1, G2, B images (2D arrays of 1024x1024 pixels for nominal ROI).
2.JPG images: R, G, B images (2048x2048 pixels for nominal ROI)

More details on the format and data content of the FITS files is given in an appendix of the non-
imaging SIS [SIS SCAM].
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4. GENERAL DATA PRODUCT OVERVIEW

4.1

Data Processing Levels

This documentation generally avoids the PDS4 processing level terminology, instead using the
EDR/FDR/RDR category terminology adopted by the Mars 2020 operations team. Table 4-1 shows
the general mapping between the two. EDRs are defined as products that reconstruct as closely as
possible the data acquired by the camera, given transmission constraints. So they include the "Raw"
products derived straight from telemetry, as well as the "Partially Processed" products relating to
decompanding and de-Bayering, which simply reconstruct the data acquired by the sensor without
any form of calibration or processing. FDRs are the "Fundamental Data Record"; this is a
consistently-formatted product at the end of the EDR chain that is used as the basis for all
downstream RDR processing (it also includes tile reassembly for the Engineering Cameras, as well
as some label updates on certain instruments). RDR (Reduced Data Records) are then all
downstream products, encompassing the PDS levels "Partially Processed", "Calibrated", and

"Derived".

Table 4-1 lists the PDS4 processing levels and the general categories they apply to, while Table 17-2
shows the PDS4 processing level for each specific type of image.

Table 4-1 — PDS4 Processing Levels for Instrument Experiment Data Sets

Processing Level
for PDS4 Archive

Operations Data
Product Name

Description

Telemetry n/a An encoded byte stream used to transfer data from one or more instruments
to temporary storage where the raw instrument data will be extracted. PDS
does not archive telemetry data.

Raw EDR Original data from an instrument. If compression, reformatting,

(Experiment Data
Record, heritage
term based on MSL
mission)

packetization, or other translation has been applied to facilitate data
transmission or storage, those processes will be reversed so that the
archived data are in a PDS approved archive format.

For Mars 2020, these are the ECM/ECV/ECZ/EDM/ECR original products.

Partially Processed

EDR
FDR

(Fundamental Data
Record)

Data that have been processed beyond the raw stage, but which have not
yet reached calibrated status.

For Mars 2020, these are the decompanded and debayered EDRs, the
FDRs, and a few RDRs.

RDR
(Reduced Data
Record)
Calibrated RDR Data converted to physical units, which makes values independent of the
instrument.
Derived RDR Results that have been distilled from one or more calibrated data products

(for example, maps, gravity or magnetic fields, or ring particle size
distributions). Supplementary data, such as calibration tables or tables of
viewing geometry, used to interpret observational data should also be
classified as “derived” data if not easily matched to one of the other three
categories.
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4.2 Binary Data Storage Conventions

EDR and RDR data products for M2020 camera image are stored as binary data. For the image
EDRs, the data formats include rescaled 8-bit integers stored in an unsigned byte, as well as 10-bit to
13-bit integers stored in signed 16-bit integers. The PDS and VICAR labels are stored as ASCII
text.

4.2.1 Bit and Byte Ordering

The ordering of bits and bytes is only significant for instrument and binary header data; all other
labeling information is in ASCIIL.

For non-byte instrument data, which includes 8-bit unsigned shorts, 16-bit signed shorts, 32-bit
signed ints, and 32- and 64-bit IEEE floating-point numbers, the data may be stored in either Most
Significant Byte first ("big-endian", as used by e.g. Sun computers and Java), or Least Significant
Byte first ("little-endian", as used by e.g. Linux and Windows computers). In a EDR/RDR product,
the instrument data can have only one ordering, but it is dependent on the host platform where the
data was processed. This follows both the ODL and VICAR file format conventions. See Table 4-2.

For all image data, the ODL label carries keyword SAMPLE TYPE in the IMAGE Object to define
which ordering is used in the file. The VICAR label carries keywords INTFMT and REALFMT in
the System portion of the label to define the ordering. Both of these file formats specify that bit 0 is
the least significant bit of a byte.

Table 4-2 — M2020 Image EDR/RDR Bit Ordering

Address MSB-first LSB-first

n most significant byte least significant byte
n+1 next next

n+2 next next

n+3 least significant byte most significant byte

4.3 Time Conventions

The spacecraft clock is the onboard time-keeping mechanism that triggers most spacecraft
events, such as shuttering of a camera. Since telemetry data are downlinked with this clock’s time
attached to it, spacecraft clock time (SCLK-pronounced “s-clock™) is the fundamental time
measurement for referencing many spacecraft activities. On M2020 mission this SCLK consists of
two fields in 10+5 format with °.” serving as separator: SSSSSSSSSS.FFFFF

where:
SSSSSSSSSS — count of on-board seconds since the spacecraft clock start
FFFFF — count of msec or count of fractions of a second with one fraction being 1/65536

a second. (see below)

Note that the fractional field is in milliseconds for all reported SCLK values, with the sole exception
being COMMAND_ DISPATCH_SCLK where in the Label, it is a count of fractions of a second
with one fraction being 1/65536 of a second. In the PDS label this is indicated by ‘:’ rather than .’,
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in VICAR/ODL label, it’s still *.> Also note that COMMAND_ DISPATCH_SCLK value is used in

the filename for Mastcam-Z products, where fraction of a second value is converted to milliseconds.
Thus in the filename of all data products, it is always milliseconds.

SCLK is measured from an epoch time of January 1, 2000, 12:00:00 Ephemeris Time, commonly
called J2000. This is the beginning of Julian Year 2000, and corresponds to a Julian date of
2451545.0. This is equivalent to January 1, 2000, 11:58:55.816 UTC. Ideally, the SCLK should
equal the exact number of seconds since the epoch. Deviations from this ideal will occur due to
clock drift and errors in setting the SCLK value.

SCLK may be recorded in the filename of data product or written as a value of label keyword (see
Appendix F) or it could be converted to other time keeping standards listed below before being
written into the label:

Spacecraft Event Time (SCET): commonly used to mark a specific event such as science observation
Local Mean Solar Time (LMST): timekeeping that factors in the mean sun’s movement.

Local True Solar Time (LTST): timekeeping that factors in apparent (true) sun’s movement
Coordinated Universal Time (UTC): The worldwide standard of timekeeping.

Earth Received Time (ERT): includes one-way light time for radio signal to reach Earth from Mars.

4.4 Rover Motion Counter (RMC)

The Rover Motion Counter (RMC) is a set of indices whose values serve to uniquely identify every
location the rover or vehicle has visited (at some level of quantization), and when any mechanism
has moved.

There are three separate RMC namespaces on the Mars 2020 mission: Rover surface ops, Helicopter
and LCAM. All use the name “Rover Motion Counter” as a generic term, although “Motion
Counter” might be more accurate in the case of the helicopter. Software heritage drives us to use
RMC for all three instances (it was called “Rover Motion Counter” on the Phoenix and InSight
missions as well, despite them being stationary landers).

In general, an RMC consists of a set of counters, each of which corresponds to either a vehicle
location or a bit of hardware that can move. When the vehicle reaches a new location, or the
hardware moves, the corresponding RMC counter increments. The index names for each of the
RMC namespaces are shown in Table 4-3.

It is critical to pay attention to the RMC index names in the label, to distinguish between these three
namespaces.
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Table 4-3 — RMC Namespaces

Index Rover Surface Helicopter LCAM
SITE FLIGHT SET
DRIVE POS INSTANCE
POSE
ARM
SHA
DRILL
RSM
HGA
9 BITCAR
10 SEAL
11 RTT (PIXL only)
12 PMC (PIXL only)

O Njo|lo|lbhlWOWIN| -~

4.4.1 Rover Surface Ops RMC Namespace

This RMC is entirely analogous to the RMC used on MSL and MER. It consists of 10-12 indices
(10 in most cases, 12 for PIXL). The first three represent vehicle locations, while the rest represent
mechanism locations.

4.41.1 Site Index

The Site index defines which instance of the Site frame is relevant for this RMC (see Section 20.5).
Whenever the Site is incremented, all the other RMC values are set to 0. Declaring a new Site thus
resets all motions and creates a new local area in which to work.

Unlike the other indices, there is no meaning to odd or even values. Also unlike other indices, Sites
start with 1 (the landing site), not 0.

4.41.2 Drive Index

The Drive index (sometimes called Position) increments whenever the rover drives or otherwise
moves its wheels (e.g. trenching or steering). The value is odd while the wheels are actually
moving, and even otherwise. Incrementing Drive sets all the other indices (except Site) to 0.
Exception: if a mechanism index is odd, indicating it is moving during the drive, then that index is
not reset to 0. This should be an unusual case, however. The Drive index is the one of most interest
for most localization activities

4.4.1.3 Pose Index

The Pose index indicates a change in the rover’s knowledge of its position or orientation. Unlike the
other indices, it does not indicate that anything actually moved; only that the pose knowledge has
changed. This may be due to running visodom (visual odometry), doing a sun find, reading the
IMU’s (Inertial Measurement Units), or receiving an explicit ground command to update the pose
knowledge. Note that the rover might actually have moved slightly, mostly in orientation, due to
being pushed by the arm (e.g. during a drill preload). There is unfortunately no reliable way to
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distinguish this from an attitude update, although the arm index will change during arm movements.
So a pose change does not indicate arm-induced motion, but lack of an arm update does rule it out.

Pose will be odd while an update is actually being made (including extended IMU updates), even
otherwise. Incrementing Pose has no effect on other indices.

4.4.1.4 Mechanism Indices

The remaining RMC indices (Arm, SHA, Drill, RSM, HGA, BITCAR, Seal) are associated with
mechanisms on the rover. They increment to an odd number when the mechanism is moving, and
again to an even number once the mechanism stops. More than one mechanism may be moving at
the same time.

The Mars 2020 arm has the strength and mass to move the rover (in tilt, primarily) when it is used.
Thus the fact that the arm moved, as reflected in the RMC, means that the rover’s physical pose may
have changed, even if its knowledge has not. This is sometimes relevant and sometimes not, but is
the primary reason for maintaining the mechanism RMC indices. The other mechanisms could in
theory similarly move the rover, but are unlikely to in practice.

4.4.2 Helicopter RMC Namespace

The helicopter is treated as an independent vehicle from the rover; thus, it has its own separate RMC
namespace. The 2 elements of the helicopter namespace are Flight and Pos.

4.4.2.1 Flight Index

The Flight index for the helicopter is entirely analogous to the Site index for the rover. The first
flight was flight 1, but there is some “flight” 0 data for checkout imaging activities before flights
started. Images taken between flights (on the ground) are labeled with the prior Flight number (see
Section 5.6.9.1). Incrementing the Flight index resets the Pos index.

4.4.2.2 Pos Index

The Pos index for the helicopter is analogous to the Drive index for the rover. It increments during
the flight to represent positions at which images were taken. It increments only when an image was
taken.

Unfortunately, due to implementation limitations, the Pos counter does not strictly increment on a
time basis. It increments separately for the set of Navcam images and the set of RTE images. It can
thus be used to identify individual helicopter locations but not the global ordering. The SCLK can
be used for image ordering.

For both Navcam and RTE, the Pos index is the count of that type of image taken this flight (starting
at 0). Navcams are taken every 1/30 second for navigation reasons; only a few of these are sent to
Earth. The Pos count for Navcam is thus the time since the flight started, in units of 1/30 second.
For RTE, the count is again incremented when images are taken, but this is only when commanded
and is not regular. Thus the RTE count is much lower, and every RTE is usually downlinked. There
is thus very little probability that the two will conflict.

Note that due to a bug, the RMC(2) field in the filename, which should be the Pos index, is

hardcoded to 1. The Pos index appears in the sequence ID field of the filename, as well as in the
Rover Motion Counter field in the label. The RMC(1) field in the filename is the Flight number.
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4.4.3 LCAM RMC Namespace

The LCAM images have a separate RMC, because they were taken before landing, thus the
traditional site/drive does not apply. The RMC indices are Set and Instance. The Set number is
based on the sequence ID but was always 0 as flown. The Instance number is the sequence number
of LCAM images, starting at 1. Each LCAM image thus has a unique instance number, which is
analogous to the rover Drive counter.

4.4.4 RMC and Coordinate Frames

The RMC can be thought of as a clock, albeit one that ticks at irregular intervals. It measures time
not as a duration, but in terms of motions.

Given any two valid RMC’s, one can determine unambiguously which occurred earlier in time,
because the counters only count upwards (except when reset to 0 by incrementing Site/Flight/Set or
Drive). If the Sites/Flights are different, the lowest is earlier. If the same, then the lower Drive/Pos
is earlier (except as noted above, where the navcam and RTE are numbered separately for Pos). If
those are the same, then consider the remaining indices. If any are lower, then the entire RMC is
earlier. Note that it is not valid for some of these indices to be lower and others higher - that
indicates the RMC value was corrupted, possibly during transmission.

The RMC is often used as the index to identify different instances of a coordinate frame (see Section
20.1). The RMC identifies the moment in time at which the coordinate frame is defined. For
exsample, if the rover is at Site 5 drive 24, the Rover(5,24) frame is defined to be coincident with the
rover position when the rover was at RMC (5,24). There is thus a strong relationship between the
RMC and coordinate frames, but they are distinct concepts. The RMC marks a moment in time;
there are coordinate frames whose definitions are tied to that moment in time. But an RMC is not a
coordinate frame.

In the Rover namespace, RMC values of (site=n) are associated with instances of Site frame, and
RMC values of (site=n,drive=m) are associated with Rover Nav, Rover Mech, or various other

frames. RMC values of (rsm=n) are associated with instances of RSM frame, etc.

In the Heli namespace, RMC values of (flight=n) are associated with instances of Heli G frame, and
RMC values of (flight=n,pos=m) are associated with instances of Heli M, S1, and S2 frames.

In the LMC namespace, RMC values of (set=0,instance=n) are associated with instances of Cint
frame.
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5. EDR PRODUCT SPECIFICATION

M2020 camera EDRs described in this document will be generated by JPL’s Multimission
Instrument Processing Laboratory (MIPL) under the IDS subsystem of the M2020 GDS element.

The goal of a camera EDR is to reconstruct, as closely as possible, the data as it appeared on the
image sensor. Generally speaking, that means that compression done in order to transmit the data to
the ground is reversed in the EDRs. On M2020, EDR is a category, encompassing three sub-
categories: Raw, Decompanded, and Debayered. Within each sub-category, there are several image
types. See Section 5.2.

EDRs are versioned on M2020. When updated telemetery is received a new version of the EDR will
be generated. Updated telemetry is possible when missing packets are retransmitted and/or
telemetry is reflowed through the Ground Data System (GDS).

5.1 EDR General Processing

The EDR processing begins with the reconstruction of packetized telemetry data resident on the TDS
by the Advanced Multi-mission data Processing and Control Subsystem (AMPCS) into a binary
“.dat” data product and associated “.emd” Earth metadata file. The data product and metadata are
written by AMPCS to the Operations Cloud Store (OCS) and messages are generated on a Java
Message Server (JMS) bus, where they are ingested by MIPL’s EDR generation software
“m2020edrgen” and processed with SPICE kernels provided by NAIF. The raw EDR will be
generated after the JMS notification has been received by the IDS pipeline system. The
decompanded and debayered EDRs are then generated by the pipeline. The data flow from
instrument to IDS is illustrated in Figure 5-1. The data flow within the IDS pipeline to EDR
generation is illustrated in Figure 5-2.
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Figure 5-1: Instrument Data Flow to IDS

In all EDR cases, missing packets will be identified and reported for retransmission to the ground as
“partial datasets”. Prior to retransmission, the missing EDR data will be filled with zeros. The EDR
data will be reprocessed only after all “partial datasets” are retransmitted and received on the ground.
In these cases, the EDR version will be incremented so as not to overwrite any previous EDR
versions.

Descriptions for the various EDR product types are provided in this section. They are broken down
into two groupings: a) Image and b) Image Support. Refer also to Table 5-3 for a mapping between

the source M2020 instrument and the EDR product type. Within the Image grouping, things are also
broken down by sub-category and image type (seeTable 5-2).
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Figure 5-2: IDS EDR generation data flow

Image EDR Sub-Categories

Image EDRs attempt to reconstruct as closely as possible the data that came off of the imaging
detector (CCD or CMOS). This means that products are uncompressed raster images. There are
three sub-categories of image EDRs.

5.2.1 Raw EDRs

The Raw EDR (type codes: ECM, ECV, ECZ, EDM, ECR) is what prior missions such as MER and
MSL called simply “the EDR”. It has been decompressed into a raster, but otherwise remains
unchanged from what has been telemetered. Compression generally consists of JPEG or ICER
compression, both of which are lossy, or various forms of lossless compression. Lossy compression
is a “necessary evil”; it degrades the data to some extent but it allows many times more data to be
sent. Experience with prior Mars landed missions shows that the additional images that can be
returned via lossy compression more than makes up for the degradation. Note that great pains are
taken on the ground to never use lossy compression in the pipeline.
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This means that the format of the raw EDR is highly variable. It could be 8 bits if companded, or
10-13 if not. It could be a color image, a grayscale image, or a single-band image encoded with the
Bayer pattern. This variability is consistent with it being “raw” data, but is inconvenient to work
with, which is why the other categories exist for M2020.

5.2.2 Decompanded EDRs

Many of the M2020 image sensors are naturally 10-13 bits in depth, providing a higher dynamic
range than the more common 8-bit sensors. In order to save downlink bits, these images are often
“companded”, using a lookup table to convert the data to 8 bits. This companding compresses the
dynamic range, but does not generally compromise the use of the data.

The decompanded EDR (type codes: EDR, EVD, EZS, ERD) reverses this companding.

Companding can be either linear (i.e. a bit shift) or using a table. Linear companding is equivalent
to just dividing the pixels by 2, 4, 8, etc. and then multiplying back again to reverse the process.

This makes it little better than an 8-bit sensor, except that the onboard software can look at the actual
dynamic range in order to decide how much shifting to do.

Table-based companding allows a curve to be applied. Often this is a square-root table, which
preserves bits at the low end (more dynamic range where it is darker), while still preserving the
ability to represent bright areas. This takes advantage of the fact that many forms of image noise
scale with overall brightness, so more detail can be preserved on the low end where there is less
noise. This type of companding is reversed using an inverse lookup table.

Regardless of the type of companding used, the process is lossy: some information is irretrievably
lost. Nevertheless, it is critical to do in some cases; for example JPEG only works with 8-bit data.

The decompanded EDR is uniformly the number of bits acquired by the sensor (10-13, or 8 for those
sensors that are naturally 8-bit). If the data was not companded, the decompanded EDR is a copy of
the raw EDR.

The cameras that support companding are: All ECAM, ZCAM, SuperCam RMI, SHERLOC-
WATSON, SHERLOC-ACI. The others (PIXL MCC, LCAM, EDLcams, and both helicopter
cameras are natively 8 bits. Note that MEDA Skycam is 12 bits, however, there is no companding
process onboard, so it is expected that the pre-decompanded and post-decompanded images will be
equal.

5.2.3 Debayered EDRs

If the image is Bayer-encoded, it is debayered using the Malvar algorithm [Malvar2004]. This
process is also known as “demosaicking”. This is the same algorithm as is used onboard when
images are sent as JPEG.

The Malvar algorithm is one of several de-mosaicking algorithms in widespread use today. Malvar
was also used on MSL for the Mastcam, MAHLI, and MARDI instruments (on-board and ground),

and for the InSight mission. It is a very simple algorithm to implement (consisting of a set of simple
convolution kernels) yet delivers very good results in most cases.
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The Malvar algorithm produces three images, one for each color band. The missing color bands at
each pixel are created using the assumption that chrominance (color) varies slowly, while luminance
(intensity) varies quickly over the scene. The chrominance is determined by examining neighboring
pixels; variations from this are assumed to be luminance changes. Thus the reconstructed image
retains the full spatial resolution of the raw image. This is accomplished by applying convolution
kernels to the raw Bayer-pattern image; see the Malvar paper for details.

Malvar can introduce artifacts into the image in areas where the chrominance varies rapidly. These
generally manifest as a “zipper” pattern in the image (See Figure 5-3). Experience with MSL shows
that these artifacts do not generally impede operations or science on the images.

Figure 5-3: An example of a "zipper" pattern: image processing artifact introduced by the
Malvar de-mosaicking algorithm (MSL Mastcam M100 Sol 1155)

Unlike the first two sub-categories, all debayered EDRs have the same type code, EBY. See Table
5-2. Note that if the decompanded EDR is already color, the debayered EDR is not created. This
fact, along with the ECAM tiling (Section 5.6.1.1), are the primary motivators for creating the FDR
type (Section 6).

The following cameras use the Bayer pattern: all ECAM, ZCAM, SuperCam RMI, and SHERLOC-
WATSON. For SuperCam only the JPEG-compressed images go through the de-mosaicking
onboard, and not the raw and ICER-compressed images. Additionally, the EDL cameras and Heli-

RTE are color cameras, but there is no access to the raw Bayer pattern. The rest of the cameras are
all grayscale (single band): PIXL MCC, MEDA Skycam, SHERLOC-ACI, LCAM, and Heli-Nav.

5.3 EDR Image Types

Orthogonal to the sub-categories are the image types. See Table 5-2 for a breakdown of how sub-
category and image type match to the standard 3-letter type codes.
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Note that unlike ECM/EDR, EBY does not distinguish the alternate file types (Z-stack, video, etc).

5.3.1 Standard Images

Standard images are just that: simple still-frame images. They include the type codes ECM (raw),
EDR (decompanded), and EBY (debayered).

5.3.2 Z-stacks (Best Focus Images)

Z-stack images, also called best focus images, are created onboard by combining images taken at
different focus settings. The result is a best-focus image with a much greater depth of field. Each
pixel contains data from the source image(s) that are in best focus (potentially interpolated between
neighboring images). This image may be color or a single band. This EDR type applies to
SuperCam, ZCAM, and both SHERLOC cameras.

Z-stack (focus merge) products (created onboard for WATSON, ACI, Mastcam-Z, and RMI) use the
type codes ECZ (raw) and EZS (decompanded). Note that Mastcam-Z, WATSON, and RMI Z-stack
products are created onboard using de-Bayered images, so the best-focus image product will always
be in color (and there will be no EBY product, which is only created for ground de-Bayering). Note

that for Mastcam-Z and WATSON, the onboard algorithm does the de-Bayering; the source images

must actually be Bayer-pattern raw images. As ACI is a grayscale imaging system (no Bayer pattern
microfilters for color), ACI best-focus image products will always be grayscale.

NOTE: The metadata regarding vehicle state for Z-stack images reflects the state of the vehicle at
the time the Z-stack product itself was created. This is generally not the same as the vehicle state at
the time the source images were acquired. Most importantly, this means the arm state and mast
state, and thus camera model, for these images do not properly describe the image. The metadata
must be obtained from the thumbnail or full frame of one of the images that went into making the Z-
stack. Determining the proper image to use is discussed in 5.3.2.1.

Z-stacks are indicated in the VICAR/ODL label by GROUP_APPLICABILITY FLAG=TRUE in
the ZSTACK REQUEST PARMS group. In the PDS4 label, they are indicated by
<img:active flag> of "true" in the <img:Focus_Stack> class.

5.3.2.1 Z-stack parent images

Mastcam-Z, WATSON, and ACI onboard focus merge (a.k.a. z-stack) products are created in the
manner described for the MSL. MAHLI instrument [Edgett 2012] and [Edgett 2015]. They can be
produced from focus stacks consisting of 2 to 8 consecutively acquired images. The onboard merge
creates two products, a best-focus image and a range (a.k.a. depth) map. Both products are JPEG-
compressed; the range map is always grayscale, the best-focus image is either a color (demosaicked
Bayer pattern) or grayscale product, depending upon the input data (i.e., ACI images are always
grayscale). Input parent (a.k.a. source) images are stored onboard in NVM (non-volatile or flash
memory) within the instrument DEA (digital electronics assembly). Note that ACI and WATSON
share a DEA, whereas each of the two Mastcam-Z cameras has its own DEA.

Each Mastcam-Z, WATSON, and ACI onboard focus merge product label reports two vital
parameters that relate the product to its parent focus stack images. The first is the

START IMAGE ID field located in the ZSTACK REQUEST PARMS group. The
START IMAGE ID is an indicator of the camera data product identifier
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(CAMERA PRODUCT ID; a.k.a., IMAGE ID) of the first parent image in a given merged focus
stack. The CAMERA PRODUCT ID, equivalent to IMAGE 1D, is found in the
IDENTIFICATION DATA ELEMENTS group of the parent image’s label.

The other parameter is the ZSTACK IMAGE DEPTH, also reported in the

ZSTACK _REQUEST PARMS group in the focus merge product label. This indicates how many
images (2 to 8) were merged onboard to create the z-stack product. Knowing the

START IMAGE ID (CAMERA PRODUCT ID of the first parent image merged), and the
ZSTACK IMAGE DEPTH (the number of consecutively-acquired images merged), identifies all of
them. For example, if the ZSTACK IMAGE DEPTH is 8 and the START IMAGE ID is 2959,
then the parent images are those acquired consecutively with CAMERA PRODUCT IDs of 2959
through 2966.

It is important to note that onboard focus merges can be performed at any time after a given focus
stack was acquired, as long as the parent images remain stored in the DEA. Some merges may be
performed on the same sol that the parent images were acquired, but there have been cases (e.g., on
MSL MAHLI) in which merges were performed days or even months later.

It is also important to understand that CAMERA PRODUCT IDs (IMAGE IDs) are recycled
within the DEA as data are deleted from its NVM storage. Deletions occur at a rate that is dependent
upon how much new data is acquired. Usually, deletions occur after several months (sometimes
more than a year, if new data are acquired slowly). Because deletions do occur and

CAMERA PRODUCT IDs (IMAGE IDs) are re-used, identification of the parent images for a
given focus merge product requires finding the most recent usage of that START IMAGE ID
before the merge took place. For example, a focus merge was performed on Perseverance’s 90 sol
to create a best-focus image and range map product for a WATSON target named Hastah tsaadah
(acquired at a working distance near 25 cm). The merge product CAMERA PRODUCT IDs
(IMAGE IDs) are 943 and 944 (representative filenames

SI1_0090 0674905233 960ECZ_N0040048SRLC00003 _000095J01 and

SI1_0090 0674905237 960EDM_NO0040048SRLC00003 000095J01). The START IMAGE ID
reported in the ZSTACK REQUEST PARMS group for these products is 906. The

ZSTACK IMAGE DEPTH reported is 8. This means that the merge products were created from
parent images with CAMERA PRODUCT IDs of 906 through 913. Reviewing the data acquired
before the merge products with IDs 943 and 944 were created shows that the most recent DEA usage
of CAMERA PRODUCT IDs 906-913 occurred on Sol 88, thus identifying the parent images. For
WATSON and ACI, the FOCUS_POSITION_ COUNT (a.k.a. motor count) in the
INSTRUMENT STATE RESULTS group for each of the parent images can then be used to
estimate the range and scale (for WATSON and ACI via equations [Bhartia 2021], or future
refinements) for each pixel in the range map product which, in turn, provides an estimate of the scale
of features in the best-focus image product.

5.3.3 Depth Maps

As part of Z-stack processing, the Mastcam-Z and SHERLOC cameras also produce Depth Map
products. It is always produced when a best-focus image product is created. This 8-bit, single-band
EDR (type code: EDM) applies to SuperCam, ZCAM, and both SHERLOC cameras, and indicates
which image the best-focus data came from.

Pixels with a digital number (DN) of 255 indicate the first image in the Z-stack, while a DN of last
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image in the stack is dependent on the number of images merged (max 8). Linear scaling is applied
between. For example, with a 5-image stack and expected DNs of 51, 102, 153, 204, and 255, a DN
of 127 would indicate the depth is halfway between images 3 and 4. Depth maps are not companded
and the Bayer pattern does not apply.

Table 5-1: Relation between commanded image participant in an onboard SHERLOC
WATSON,ACI or Mastcam-Z focus merge and depth map grayscale data value (DN)
[Edgett2019]

image DN for 8- DN for 7- DN for 6- DN for 5- DN for 4- DN for 3- DN for 2-
commanded to image image image image image image image
be merged merge merge merge merge merge merge merge
Ist 255 255 255 255 255 255 255
2nd 223 218 212 204 191 170 127
3rd 191 182 170 153 127 84 —
4th 159 145 127 102 63 — —
Sth 127 109 84 51 o — —
6th 95 72 42 — — — —
7th 63 36 — — — — —
8th 31 — — o — — —

As with Z-stack, the metadata regarding vehicle state for Depth Map images reflects the state of the
vehicle at the time the Depth Map product itself was created. This is generally not the same as the
vehicle state at the time the imagery was acquired. Most importantly, this means the arm state and
mast state, and thus camera model, for these images do not properly describe the image. The
metadata must be obtained from the thumbnail or full frame of one of the images that went into
making the Depth Map. Determining the proper image to use is beyond the scope of this document,
but can often be inferred by inspection of the available data.

5.3.4 Video Frames

The Video Frame is identical in format to the standard image. It represents a single frame of a video
sequence. The EDR type is separate in order to better distinguish video frames from still frames.
This EDR type applies to ZCAM and SHERLOC.

This should not be confused with the videos that come out of the EDL cameras (Section 5.9.1).
Those cameras directly generate MPEG movies, from which key frames are extracted for archive.
The Video Frames described here represent the entire movie from the camera; no combination
MPEG or other movie file is made by the flight system.

Video frames include the type codes ECV (raw), EVD (decompanded) and EBY (debayered).

Video frames are indicated in the VICAR/ODL label by GROUP_APPLICABILITY FLAG=TRUE
in the VIDEO REQUEST PARMS group. Inthe PDS4 label, they are indicated by
<img:active flag> of "true" in the <img:Video> class.

5.3.5 Recovered Images

A Recovered Image is a ZCAM or SHERLOC image for which the metadata is unavailable. It
existed in camera memory but for whatever reason the onboard data product describing it was lost or
deleted. Such products have extremely limited metadata.
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Most images that are sent to the rover by cameras are stored in Data Products (DPs) onboard,
containing both the image and the metadata. These data products are eventually transmitted to
Earth, becoming the “.dat” and “.emd” files (Section 5.1). However, the ZCAM and SHERLOC
cameras often create what are called “Virtual Data Products” (VDP). These VDPs consist of only
the metadata, with a pointer to camera memory to find the actual image. When transmitted, the
rover FSW combines them both into a standard DP, after which the VDP is deleted. The images end
up looking like any other images. These cameras can also create standard DPs.

Regardless of whether a DP or VDP was created, the image can still remain in the camera memory.
Without a VDP to point to it, the rover knows nothing about this image (the camera team eventually
deletes them to free up space in the camera). However, the image can still be (re-)sent to Earth.
Since the rover knows nothing about the image, it cannot contribute any metadata about the rover
state at the time of image acquisition. The only metadata is that available in the camera mini-header
(which is only 64 bytes long). Images sent this way are called “recovered” products — they were
recovered from camera memory with no additional information.

The most common use case for this is to retransmit an image later at a better compression (often
lossless). The initial DP/VDP may have been JPEG, but the recovered product is sent lossless.
Recovered products are also commonly used for movies (such as the Mastcam-Z movies of the
helicopter) although these tend to be highly compressed.

The minimal metadata has no camera pointing information, and does not even identify the image as
a video or still frame. A special product type code is thus used for recovered products, to distinguish
them from normal products: ECR for the raw image, and ERD for the decompanded version. No
further processing is done in the pipeline on recovered images; specifically, FDRs are not created.

In order to make these images usable, the pipeline attempts to reconstruct the metadata using the
appropriate thumbnail image. This thumbnail comes from the original DP/VDP transmission of the
image, and should always exist. The idea is to copy the metadata from the thumbnail, and update the
parts that come from the mini-header (such as compression type) as well as geometry items such as
downsample, subframe, and camera model. For video products, only one thumbnail is made for
each GOP (group of pictures), typically 8 frames. This thumbnail is used, with appropriate SCLK
adjustment, for all of the video frames in the GOP.

The reconstructed image becomes an ECM (still) or ECV (video) image, and participates in all the
normal pipeline computation, including FDR production and stereo processing.

Users are thus advised to ignore the ECR/ERD recovered products, and instead look for the FDR or
other type. Recovered products (other than videos) will typically have more than one FDR (and
subsequent products) for the different compression levels; these are distinguished in the filename.
The filename is designed such that sorting in ascending ASCII order will put the best compression
last in the list, so users can easily find the best (least lossy) compression available (see Section 19.3)

5.3.6 Raw JPEG EDR (EJP)

There is one additional EDR image type that does not conform to the pattern, but is worth special
mention. For images that are sent as JPEG, the EJP type contains the original JPEG stream as
downlinked from the spacecraft. It has not been uncompressed or recompressed. This type is not

produced unless JPEG compression was used onboard. It may be a color (three band) or grayscale
(single band) JPEG.
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EJP types may be created for ECAM, SuperCam, ZCAM, SHERLOC, PIXL, EDL, LCAM, and both
helicopter cameras.

Note that this is literally the raw JPEG stream from telemetry. In the case of SuperCam RMI, that
means that the EJP has not been rotated or reflected. Its geometry will thus not match the rest of the
EDRs. Also note that EJP type may not exist for thumbnails, even if they’re JPEG.

EJPs are not used for processing in any way. They are included in the archive in case useful
information about compression noise can be extracted from the compressed stream. They do not get
their own PDS label, but rather are included as a supplemental product in the raw EDR image label.

5.4 EDR Image Sampling

There are a few generic types of image sampling that apply to most cameras. These are not separate
products (with the exception of thumbnails) but are rather ways that the image may have been
processed onboard.

5.4.1 Subframing

Subframing is the process of cutting out a subset of rows and columns of the full-frame image. It
can be thought of as creating a window on the detector, with the same resolution but smaller
coverage area. This is often done to reduce downlink bandwidth, when there is only a small region
of interest. Note however that almost all ZCAM images are subframed, in order to remove the non-
photosensitive pixels from the edges of the sensor.

Note that ECAM Tiling (see Section 5.6.1.1) is an application of subframing, although tiles
themselves can also be subframed.

5.4.2 Downsampling

Downsampling creates a smaller version of the image, resulting in reduced resolution of the same
coverage area. Downsampling can be done via one of three methods: 1) nearest neighbor pixel
averaging, 2) pixel averaging with outlier rejection, or 3) computing the median pixel value.

Note that downsampling can be applied to subframes. In this case, the subframe is measured with
respect to the full sensor, before downsampling is applied.

5.4.3 Pixel Binning

Pixel binning is a process whereby information from the focal plane is downsampled by grouping
and averaging pixels. The Engineering Cameras use pixel binning when downsampling from the
FPGA (see Figure 5-4). The image maybe further downsampled via software, as described in
Section 5.4.2. Color band specific binning is supported for 2 x 2 ("modes 1 - 3") and 4 x 4 ("modes
5 -7") binning only. "Mode 9" will produce an extra low resolution image (8 x 8 binned) from all
color bands similar to "mode 4" and "mode 8". The area covered by a non-binned image is 1/16 of
the entire focal plane (and field of view). The area covered by 2 x 2 binned images is 1/4 of the
entire focal plane (and field of view). The area covered by 4 x 4 binned images is the entire focal
plane (and entire field of view) with resolution similar to images from MER and MSL engineering
cameras. An 8 x 8 binned image downsamples the entire focal plane (and field of view) to produce a
tile that is 1/4 standard size (image and data).
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Figure 5-4: ECAM multiple modes of pixel binning.

5.4.4 Co-adding

Co-adding increases the signal-to-noise ratio, resulting in a higher quality image. The Engineeering
Cameras are the only instruments that have this capability. The co-adding function begins by
acquiring an image from the focal plane to the accumulator buffer and then acquiring an image of
the same scene from an additional exposure to the scratch buffer and then adding it to the
accumulator buffer to create a new "image". This process is repeated, as commanded by the user,
until the final image has been added and then the total summed image that resides on the
accumulator buffer is divided by the number of co-added images before transmission to FSW. SNR
improves in a co-added image by the square root of the number of co-added images. For ease of
implementation purposes, co-adds must be a power of two and a maximum of 16, resulting in only
five co-adding options: 1 (equivalent to no co-adding), 2, 4, 8 or 16. A co-added image contains
exactly the same amount of data as a non-co-added image (1280 x 960 bits, 12 bits per pixel =
14,745,600 bits), The default setting for co-adding on the EECAM FPGA is 1.

5.4.5 Thumbnails

Thumbnails are a reduced-resolution version of the original image, sent in addition to, or instead of,
the original image. They apply to all image EDRs. The main purpose of a Thumbnail EDR is to
provide an image summary using a very low data volume compared to the original image. Decisions
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about downlinking the original image can be made using the Thumbnail. For the SuperCam RMI,
Thumbnails are produced relative to the full-frame image, even if the product is downsampled or
subframed. For Mastcam-Z and SHERLOC camera images, thumbnails are of the subframe region
only, and not the full-frame. For ECAM, the thumbnail covers whatever was actually read from the

camera, before any additional processing in the FSW. This generally means the tile, but there are
corner cases where there might be differences.

5.5 EDR Product Format

Description of EDR product formats in this section will be by instrument suite.

The EDR will be formatted according to this SIS, following the general terms of labeling and bit
ordering previously discussed in Sections 3 and 4.2, respectively. The various EDR formats and
their data sizes, across all instrument suites, are listed in Table 5-2 and Table 5-3 and are discussed
subsequently in this section.

Table 5-2 — Type Codes for Image EDRs

Raw Decompanded Debayered
Normal Image ECM EDR EBY
Video Frame ECV EVD EBY
Z-Stack ECZ EZS EBY
Depth Map EDM n/a n/a
Recovered Product ECR ERD n/a
Table 5-3 — List of EDR Types and Formats
Type Product Format Instruments Description
Identifier (bits) (abbr.)
Original Image ECM 8-bit or 16-bit | All cameras Contains companded data either as originally
Product unsigned downlinked or JPEG decompressed. It may be a
color or grayscale.
JPEG EJP 8-bit unsigned | ECAM, ZCAM, | Contains JPEG-compressed data as originally
WATSON, ACL | downlinked. It may be a color or grayscale (single
MCC, EDL, band) JPEG.
HELI
Video frame ECV 8-bit or 16-bit | ZCAM, Identical in format to the Original Image Product. It
unsigned WATSON, ACL | represents a single frame of a video sequence.
EDLcam
Z-stack ECZ 8-bit or 16-bit | ZCAM, A best-focus Z-stack image, created onboard the
unsigned WATSON, ACI, | instrument from a combination of images at different
RMI focus settings, with a much greater depth of field.
Typically SHERLOC-WATSON data. It may be color
or a single band.
Depth map EDM 8-bit unsigned | ZCAM, Second of two products produced by onboard focus
WATSON, ACI | merge (z-stacking). This single-band grayscale
image provides information about which images the
best-focus data came from, and can provide a crude
measure of target surface relief.
This single-band image indicates which image the
best-focus data came from. DN of 255 indicates first
image in the Z-stack, while the last is dependent on
number of image-merge[See Table 5-1], with linear
scaling between.
Recovered ECR 8-bit or 16-bit | ZCAM, A Product for which the metadata is unavailable.
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Type Product Format Instruments Description
Identifier (bits) (abbr.)
Product unsigned WATSON, ACI
Thumbnail ALL 8-bit or 16-bit | ECAM, RMI, This data product is a spatially sized down version of
unsigned ZCAM, an existing Full Frame, so is less than full size and
WATSON, ACL, | |ess than full resolution.
MCC, SkyCam, The bit scaling rules described for the Full Frame case
Egk;j‘[m’ HELL | apove also apply here.
Original Image EDR 8-bit or 16-bit | ECAM, RMI, Nominal data product.
Product (De- unsigned %VC:TI\ng ACI If “12 to 8-bit” scaling was perfomed, the 12-bit data
companded) ’ > | has been unscaled back to 12 bits, stored as the last
MCC, Skycam, | 45 hse of & 16-bit integer
EDLcam, HELI, ’
LCAM
Video frame EVD 16-bit signed | ZCAM, Identical in format to the Original Image Product. It
(De- integer WATSON, ACI, | represents a single frame of a video sequence.
companded) EDLcam
Z-stack (De- EZS 16-bit signed | ZCAM, A best-focus Z-stack image, from a combination of images
companded) integer WATSON, ACI, | at different focus settings, with a much greater depth of
RMI field. Typically SHERLOC-WATSON data. It may be
color or a single band.
Recovered ERD 16-bit signed | ZCAM, A Product for which the metadata is unavailable.
Product (De- integer WATSON, ACI
companded)
De-bayered EBY 16-bit signed | ECAM, RMI, Contains de-bayered color image.
integer ZCAM,
WATSON,
EDLcam
Row Summed ERS 32-bit ECAM, nx1 array of 32-bit integers whose length is equal to
unsigned | SkyCam image height, wherein the DN value for the Jth
element equals the sum of all pixels in the Jth row.
Column ECS 32-bit ECAM 1xn array of 32-bit integers whose length is equal to
Summed unsigned image width, wherein the DN value for the Jth element
equals the sum of all pixels in the Jth column.
Reference ERP 16-bit SkyCam Dark pixels bookending (pre- and post-) image pixels
Pixel unsigned during serial register readout. There are “pre-”
Reference and “post-” Reference pixels.
Histogram EHG 32-bit ECAM DN histogram computed from image can have either
unsigned 256 or 4096 bins, each capable of holding count
values of up to 4,194,304.
IDPH only EID 8-bit unsigned | ECAM IDPH (Image Data Product Header) only, with no
_or 16-bit image data. The data is formatted as a 1x1 image with
signed integer a 0 pixel value.
NVM Status E48 32-bit PIXL Non-volitile memory or Random Access Memory
RAM Status E49 unsigned system parameter dump.
integer
TRN ESO Csv PIXL Translation Relative Navigation(TRN) data from the
MCC
SLI Estimate ESF CcSv PIXL The distance and plane solutions derived from SLI
measurements.
Centroid ESA 32-bit PIXL Estimated circle center and radius of the centroid
|mage unsigned
integer
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Type Product Format Instruments Description
Identifier (bits) (abbr.)
Circle Centroid ESC Csv PIXL The centroid positions (X,Y) and intensity of centroid
on the CCD.
Image ROI ESR 32-bit PIXL Region around each centroid in uncompressed
unsigned format. The ROI of centroids are coded sequentially.

integer

State of Health SOH Variable RMI Comprised of binary metadata describing the health
depending on and safety of SuperCam RMI
the data type
of the
engineering

value
Debug Info ED1 SRLC Pass-through
Directory ED2 SRLC Pass-through
Dump
Image Status ED3 SRLC Pass-through
Zstack List ED4 SRLC Pass-through
Memory Dump ED6 SRLC Pass-through
BIST ED7 SRLC Pass-through
Util-Test EUT SRLC Pass-through
Movie ECV mpeg EDL MPEG movie files
Movie Frame ECV 8 EDL Single frame extracted from MPEG file
Microphone EAU 8 EDL Audio files
Navigation TBD TBD TBD Navigation maps come from onboard autonav processes.
Map They are not currently being processed by IDS, but may in

the future.

5.6 Instrument-Specific Image EDR Details

5.6.1 Engineering Camera Instrument Suite EDRs

Although the ECAM detectors and on-camera memory allow acquisition of images 5120 x 3840
pixels in size, hardware readout limitations require reading out “tiles” from the detector. This results
in the full-frame EDR with a maximum dimension of 1296 samples by 976 lines. These tiles are
reassembled in the FDR product (Section 6.2.1).

The data from the Engineering Cameras can come down in one of five different ways: color or
grayscale JPEG, ICER compressed, losslessly-compressed (LOCO), or uncompressed. These
methods apply across all of the image EDR types.

5.6.1.1 ECAM Tiling
The engineering cameras for Mars 2020 are a significant upgrade compared to the MSL cameras.

They are 5120 x 3840 pixels (vs. 1024 x 1024 on MSL), and have color Bayer-pattern filters.

However, due to limitations in the MSL-heritage flight software (FSW), images can be no larger
than 1280 x 960 (actually 1296 x 976 to accommodate overlap). This means that images must be
“tiled”.
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Tiling means that only a portion of the image is read in at a time. The entire sensor plane is exposed
at once and the results are stored onboard the camera. Separate image reads then pull out the pieces,
or “tiles”, of interest. It takes 16 tiles to read out the full-resolution image, or 4 tiles at 2x
downsampling. At 4x or 8x, the entire image can be read at once. Only one image can be stored on
the camera at a time, so once the next exposure is performed, no more tiles can be read from the
previous one.

In the surface FSW, used for most of the mission, this tiling is very flexible. Any arbitrary location
can be read from the sensor, at any resolution and any color, subject to the size limitations. Ground
software reassembles these tiles (see Section 6.2.1) into the full image.

However, the cruise/EDL FSW is much more limited. This controls the vehicle through the critical
EDL phase and the first few days after landing. In order to minimize changes to the cruise FSW
from the MSL baseline, a mode was implemented to use “DC offset” to control which tile to read.

In general, DC offset specifies the analog value that is subtracted from the video signal prior to the
analog/digital conversion. However, the cruise FSW co-opts this to specify which tile to read out.
Note that only one tile can be read from any given exposure; thus building up a full-size, full-
resolution image would require 16 separate exposures. The DC offset value corresponds to a lookup
table that defines a specific readout mode and portion on the detector. The table has a range of 0-35
as defined below. Each tile is 1280 samples by 960 lines (with no overlap).
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Table 5-4 — DC Offset specification for the Engineering Cameras

DC FPGA Bayer Binning Start Start
Offset Mode Channel Row Sample

Bayer None 0 0
Bayer None 0 1280
Bayer None 0 2560
Bayer None 0 3840
Bayer None 960 0
Bayer None 960 1280
Bayer None 960 2560
Bayer None 960 3840
Bayer None 1920 0

Bayer None 1920 1280
Bayer None 1920 2560
Bayer None 1920 3840
Bayer None 2880 0

Bayer None 2880 1280
Bayer None 2880 2560
Bayer None 2880 3840

NN NP PRERPRERRLLWWLWWRL PP RPFODDNDNNDNODODDODODODDODODOOOoOOOOOOCO

W L W LW W W NN NN NN NNDN e = e
AR O —~— O VPR AN N RO, OO0 ANANDEDLDNN—,oORXIANNDBWND—O

Red 2x2 0 0
Red 2x2 0 2560
Red 2x2 1920 0
Red 2x2 1920 2560
Green 2x2 0 0
Green 2x2 0 2560
Green 2x2 1920 0
Green 2x2 1920 2560
Blue 2x2 0 0
Blue 2x2 0 2560
Blue 2x2 1920 0
Blue 2x2 1920 2560
Panchro 2x2 0 0
Panchro 2x2 0 2560
Panchro 2x2 1920 0
Panchro 2x2 1920 2560
Red 4x4 0 0
Green 4x4 0 0
Blue 4x4 0 0
Panchro 4x4 0 0

5.6.1.2 CacheCam

The CacheCam views the sample through a mirror. In order to compensate for this, the EDR
generation process flips the image vertically. No rotation is performed, because the rotation angle of
the sample tubes is arbitrary. Proper scientific interpretation of the samples is facilitated by them
being flipped correctly, so they look as they would when the tube is opened on Earth. See Figure
5-5, which shows a capped sample tube from sol 196.

Care must be taken when commanding CacheCam subframes, as the commands work with the
original, unflipped coordinates.

The flip is taken into account in the label: the subframe (FIRST LINE in the IMAGE DATA and
SUBFRAME REQUEST PARM groups) has been adjusted to account for the flip (thus making the
flip transparent to most users of the data). However, the DETECTOR FIRST LINE (in the
INSTRUMENT STATE PARMS group) has not been adjusted for the flip; the DETECTOR*
keywords represent (per the definition) the actual coordinates on the detector.
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Figure 5-5: CacheCam rotation. Left: original EJP. Right: raw EDR after flip

5.6.2 SuperCam RMI EDRs

Depending on the size of the image, the RMI science data could require up to 3 transfers from the
instrument image buffer to the flight system. The flight system will concatenate the data together
into one data product to be downlinked to Earth. The image data, telemetered on a variable number
of bits (up to 13-bits uncompressed), will be decoded in single frame form and stored in the lowest
10 to 13-bits of a 16-bit integer as the image EDR. Data returned as compressed are ICER (color) or
JPEG (color) encoded and will be decompressed as part of the EDR processing.

The optics of SuperCam introduce a 90 degree rotation and a mirror image to the raw data. In order
to make interepretation of the results easier, the raw EDR generation process flips and rotates the
image so it is right side up compared with images taken by the other mast-mounted cameras
(Navcam, Mastcam-Z). Care must be taken when commanding the RMI to account for this rotation.
The EJP, being the raw JPEG bit stream (when JPEG is used) is neither rotated nor flipped. (See
Figure 5-7).

See Section 3.6 for a general description of the FITS EDR format for SuperCAM data.

Figure 5-6: RMI Rotation. Left: original EJP. Right: raw EDR after rotation and flip.
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5.6.3 Mastcam-Z (ZCAM) EDRs

The Mastcam-Z cameras create images of up to 1648x1200 pixels. Of the 1648 pixels per line, only
1608 are photoactive pixels. The line structure is shown in Figure 5-7 below, and is broken down
into the following:

2 dark pixels from the end of the previous line (“P” in Figure 4.3.3.1)

1 invalid ADC pipeline pixel from the interline time (“A” in Figure 4.3.3.1)

4 isolation pixels (“I” in Figure 4.3.3.1)

16 dark pixels (“D” in Figure 4.3.3.1)

1608 photoactive Bayer-pattern RGB pixels (“R”, “G”, “B” in Figure 4.3.3.1)
17 dark, isolation, and overscan pixels (“X” in Figure 4.3.3.1)

Because there are an odd number of starting dark pixels, the first valid pixel (23) on even lines will
be G (GRGRGR...) while on odd lines it will be B (BGBGBG...).

f COLUMNS \

o00O0O0O0OO0OOOOOOOOOOOOOOOOOOQODOODOOD 1111111111 111111111
0ooooo00000000000OOCOOOOO0OOOCOO0O0O0O0 ~ 6666666666666666666
000000000011 1111111122222222223 2333333333344444444
0123456789012345678901234567890 9012345678901234567

w0 PPAIIIIDDDDDDDDDDDDDDDDGRGRGRGR ¢¢ ¢ GRXXXXXXXXXXXXXXXXX
%1 PPAIIIIDDDDDDDDDDDDDDDDBGBGBGBG **+* BGXXXXXXXXXXXXXXXXX
2 PPAIIIIDDDDDDDDDDDDDDDDGRGRGRGR *** GRXXXXXXXXXXXXXXXXX

Figure 5-7: ZCAM — RGB in Bayer Pattern Layout on CCD

The Mastcam-Z is equipped with 6 narrow-band geology filters, a wide-band color filter, and a solar
filter in each eye. These are listed in Table 2-8. Because the Bayer filters cannot be turned off, they
must be accounted for when using the geology filters. For the visible-light filters, we simply use the
Bayer color band closest to the geology filter, with bilinear interpolation. However, in the infrared,
the passband of all three Bayer filters is nearly identical. This means the Bayer filters are basically
transparent in the infrared, and can be ignored. Thus, the image can be used as-is without any
debayering. This is summarized in Table 5-5, where “Malvar” means normal color interpolation,
“Identity” means to pass through unchanged, and “Red”, “Green”, and “Blue” mean bilinear
interpolation of those bands only. Note that the same processing is done for both JPEG and non-
JPEG images; for JPEG it is done onboard by the camera, while for non-JPEG it is done by the IDS
pipline (EBY product).

Table 5-5 — Bayer pattern interpolation per filter for Mastcam-Z

Camera Filter 0  Filter 1 Filter 2 Filter 3 Filter 4 Filter 5 Filter 6 Filter 7
Left Malvar Red Red Red Red Green Blue Malvar
Right Malvar  Red Identity  Identity Identity Identity Identity Identity

This document has been reviewed and determined not to contain export controlled technical data.

89



D-99960 M2020 Camera Data Products SIS Version 3.1
5.6.4 SHERLOC Camera Instrument Suite EDRs

The data from the SHERLOC cameras can come down in one of four different ways: color or
grayscale JPEG, losslessly-compressed, or uncompressed. These methods apply across all of the
image EDR types (standard image, Z-stack, depth map, video frame). Note that ZCAM, WATSON,
and ACI onboard focus merge products will always be JPEG-compressed.

5.6.4.1 WATSON

The SHERLOC-WATSON camera creates images similar to Mastcam-Z, including the sample
layout shown in Figure 5-7. It has no filter wheel. However, it does have LEDs that can be used to
illuminate the scene in white light and 365 nm UV light. It also has a transparent cover that is
normally open for imaging operations. If it is closed and the cover is clean, it imparts a slight
dimming to the scene. If the cover has a film of dust on it(which is likely, based on MSL EDL
experience), it imparts a slight color change. See the WATSON documentation.

5.6.4.2 ACI

The SHERLOC-ACI camera creates images similar to WATSON, but there is no CFA (Bayer
pattern) on the detector and thus all images will be grayscale. ACI also has the same LED suite as
WATSON (2 groups of while LEDs and 1 group of 365-nm UV LEDs).

5.6.5 PIXL MCC EDRs

The image data from the PIXL MCC comes down in one of two different ways: raw
(uncompressed) or JPEG compressed. The PIXL imager is grayscale so there is no Bayer pattern.

The MCC is mounted at an approximately 18° angle to the boresight of the X-ray. Since in normal
operation the X-ray is oriented normal to the local surface, this means the MCC EDR is skewed with
respect to the surface, creating a trapezoidal distortion. This effect is removed in RDR processing,
see Section 14.3.

5.6.6 MEDA Skycam

The data from the Skycam come down in one of two different ways: uncompressed or compressed.
Data returned as compressed are ICER or LOCO encoded and will be decompressed as part of EDR
processing.

Note that sclk both in the filename and populated in IDENTIFICATION data elements (see 3.7)
comes from the Timetag field in the telemetry. Because Timetag field does not have subseconds, the
msec field in the filename will always be 0.

5.6.7 EDL Camera Suite

The imaging data is stored in the EDLcam as a set of raw, uncompressed frames. These frames can
then be sent in any of three ways: color JPEG, compressed MPEG, or raw uncompressed. For each
MPEG file, imaging products are generated by converting every frame into an EDR image product.
The frame extraction is performed using the FFMpeg framework.

The EDL images were sent in several different ways.

First, a few frames were sent as JPEG right after landing. These are:
ESF 0000 0666952928 995ECM NOOOOOOOEDLCO0000 000000J01.IMG
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EDF 0000 0666952909 467ECM NOOOOOOOEDLC0O0002 000000J01.IMG
EDF 0000 0666952910 467ECM NOOOOOOOEDLC0O0002 000000J01.IMG
EDF 0000 0666952913 703ECM NOOOOOOOEDLCO0001 000000J01.IMG
EDF 0000 0666952914 703ECM NOOOOOOOEDLCO0001 000000J01.IMG

Second, the complete EDL thumbnail movies were sent as a set of MPEG files, on sol 0. Every
frame was extracted from these movies, to create the thumbnails (*ECV_T*FH* in the filename).
The FH compression code means “From H.264” (H.264 is the MPEG codec used).

Third, the complete EDL non-thumbnail movies were sent as a set of MPEG files, on sols 1-4.
Every frame was extracted from these movies, to create the full-frames (*ECV_N*FH* in the
filename). These frames represent the most complete movie sequences. They may be shorter
duration than the thumbnail movies, as the thumbs were used to narrow down the range of the full-
frame movies, to discard parts before or after the EDL sequence when nothing was happening.

The PUCI1 and RDC full-frame movies were sent in several separate movie files: 3 for PUCI and 7
for RDC. Due to a commanding issue when building the MPEG files, one frame is missing at the
end of each of the sets except the last PUC1. The frame numbers, which are in IMAGE _ID in the
label, are: 2311, 3669 for PUCI, and: 1471, 2154, 2837, 3520, 4203, 4886, 5570 for RDC. All of
these frames have been retransmitted losslessly. But in order to make a complete movie from the FH
frames, these images must be inserted. They correspond to filenames (using FDR names):

EAF 0000 0666952776 704FDR_NOOOOOOOEDLCO0016_ 0000LUJOI1.IMG
EAF 0000 0666952821 999FDR NOOOOOOOEDLCO0016 0000LUJOI1.IMG

EDF 0000 0666952802 102FDR NOOOOOOOEDLCO0016_ 0000LUJOI1.IMG
EDF 0000 0666952824 949FDR NOOOOOOOEDLCO0016 0000LUJOI1.IMG
EDF 0000 0666952847 763FDR _NOOOOOOOEDLCO0016 0000LUJOI1.IMG
EDF 0000 0666952871 110FDR NOOOOOOOEDLCO0016 0000LUJOI1.IMG
EDF 0000 0666952893 957FDR NOOOOOOOEDLCO0016 0000LUJOI1.IMG
EDF 0000 0666952916 738FDR NOOOOOOOEDLCO0016 0000LUJOI1.IMG
EDF 0000 0666952939 624FDR NOOOOOOOEDLCO0016 0000LUJOI1.IMG

Note that he last RDC frame was actually transmitted losslessly twice; the first is listed.

Finally, individual uncompressed, raw frames were sent thoughout the mission, as downlink space
allows. These are lossless frames that represent the best quality EDLcam images. As of this writing
(PDS release 3), most of the “action” frames have been sent in this way, but there are a number of
frames still to go. They will come out over time, in future PDS releases, as downlink allows. These
frames are identified as lossless using the LU compression code (*ECM_N*LU* in the filename).

All of the EDL frames end up in sol 00000 for PDS. For ops, the frames are in the sol of downlink
as of this writing, but will be moved to sol 00000 at some point.

For each set of movies (separately), order them by SCLK in the filename to get the proper sequence
for movie reconstruction. Alternatively, the IMAGE ID in the label can be used. Note that the
COMMAND DISPATCH_SCLK in the label is the time at which the image was queued for
downlink, not the acquisiton time. SPACECRAFT CLOCK START COUNT is the actual time of
acquisition (matches the filename, but to more precision).
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Separately from the EDL movies, the RDC and RUC can be used during normal rover operations,

outside of EDL. These images are on the sols when they were acquired (see for example sols 121
and 152).

The ECM/ECYV files are converted to EDR/EVD type. This should represent a decompanding step,
but the EDLcam data are all in byte space, so the EDR/EVD is simply a copy of the corresponding
EDM/ECV. The lossless frames are Bayer-encoded, so they create a EBY type. It is recommended
that the FDRs be looked at for consistency rather than the various EDR types. Those patterns would
be: *FDR_N*00J01 for JPEG frames, *FDR_T*FH* for thumbnail extracted movies,
*FDR_N*FH* for full-frame extracted movies, and *FDR_N*LU* for uncompressed frames.

5.6.8 LCAM

Unlike the other cameras, LCAM images are pre-processed by the LCAM team before coming to
IDS. This greatly limits the amount of metadata included with the image. Images are presented to
IDS in JPEG or PNG format (PNG is lossless), and are decompressed to the standard EDR formats.
As it turns out, lossless versions of all the frames were available, thus the EDRs have filenames of
the form EL*ECM N*LU* .

The LCAM EDR frames do have a camera model, which represents the on-board estimate of the
rover’s trajectory during descent. However, the FDR frames have a significantly better camera
model (see Section 6.3.2).

The ECM files are converted to EDR type. This should represent a decompanding step, but the
LCAM data are all in byte space, so the EDR is simply a copy of the corresponding EDM. It is
recommended that the FDRs be looked at for consistency rather than the various EDR types.

5.6.9 Helicopter

The data from the helicopter cameras are read into onboard helicopter memory. After the flight is
over, the data are transmitted to the rover for relay to Earth. As with the LCAM, images are pre-
processed by the Helicopter team before coming to IDS, thus limiting the amount of metadata
included with the image. Images may be compressed using JPEG or TIFF (TIFF is lossless). There
is no facility to retrieve the raw Bayer pattern from the RTE camera.

The RTE camera is 4224x3120 pixels, but only the first 4208 pixels are active. There is no data in
the last 16 columns (4209-4224).

5.6.9.1 Helicopter Idiosyncracies

The helicopter was designed as a demonstration mission, with a maximum of 5 flights to
demonstrate controlled flight on Mars. As such, minimal resources were provided during
development to the creation of image products. After those flights were successful, the helicopter
transitioned into a scout mission, with an indefinite number of flights. This lack of early resources
led to some compromises in design and implementation that are noted here. There were additional
compromises on the flight side; for example, the RTE camera telemetry does not include helicopter
state information, which must be inferred on the ground by the helicopter team. None of these
inhibit use of the data.
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e The RMC is called “Rover” motion counter, as described in Section 4.4.

e The filename should contain the first two elements of the RMC (“Flight” and “Pos” for the
helicopter). It does contain the Flight number; however the Pos counter is always 1 in the
filename. See Section 4.4.2.2.

e The Pos counter counts Nav and RTE images separately, rather than being a unified counter
for both (Section 4.4.2.2).

e The initial version of Heli Nav images contains only the onboard estimate of helicopter pose
during flight. These are replaced later by a version containing the helicopter pose as
reconstructed by the helicopter team from GNC data. The data delivered to PDS should
contain only the latter for flight images, but ground-based images between flights may not be
updated. This is not a particular concern though, since the heli pose is by definition identity
with respect to the HELI G frame on the ground, so there is nothing to update for ground
frames. This delay in GNC availability is an issue to be aware of in operations, however.

e The initial version of RTE images contain no pose estimate whatsoever. The flight system
does not integrate the RTE images with the pose telemetry. As with Nav, a version is created
later containing the reconstructed GNC-based pose. Again, PDS flight data should contain
only the reconstructed data, but ground images and early images in operations may not.

e Ground images taken between flights have coordinate information (specifically, the HELI G
to SITE frame transform) in the label for the next flight. However, the Flight counter (in
both the RMC and filename) indicates the previous flight. The position of the helicopter is
thus described properly in the HELI G frame, it is just mislabeled as to the flight index. The
HELI M frame definition is correct for both Nav and RTE, since the landed pose in HELI M
frame is by definition constant with respect to HELI G.

5.7 Image Support EDRs

The following EDRs are not images, but are related to images and provide additional information
about them.

5.7.1 Row Summation EDR (ERS)

A row summation EDR is the sum of the rows of a full-frame or subframed image, performed by the
FSW. The EDR is an x 1 array of 32-bit integers (whose length is equal to the image height) where

the DN value of the i'th element is the value of the sum of all the pixels in the i'th row. Applicable to
the Engineering Camera instrument suite and MEDA SkyCam.

5.7.2 Column Summation EDR (ECS)

A column summation EDR is the sum of the columns of a full-frame or sub-framed image,
performed by the FSW. The EDR is a 1 x n array of 32-bit integers (whose length is equal to the
image width) where the DN value of the i'th element is the value of the sum of all the pixels in the
i'th column. Applicable to the Engineering Camera instrument suite.

5.7.3 Reference Pixel EDR (ERP)

The SkyCam onboard detector array has "Reference" dark pixels located before and after the image
data. Before the image data in each row there are 1 invalid pixel and 16 reference pixels. Each
image row is followed by 14 reference pixels and the camera I.D. The ERP product contains only
those portions of the detector. Applicable to the SkyCam only.
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5.7.4 Histogram EDR (EHG)

The histogram EDR is a 32-bit integer array storing the histogram of the image, performed by the
FSW. A 1x256 or 1x4096 array will be returned. Applicable to the Engineering Camera instrument
suite.

5.7.5 IDPH Only (EID)

IDPH (Image Data Product Header) metadata only, with no image data. The data is formatted as a
Ix1 image with a 0 pixel value. This product is generated when the cameras are commanded to
acquire a picture (for example, to pre-point the RSM), but no image data are requested from the
camera.

5.8 Engineering EDRs

These EDR types supplement the information available for various instruments. For more
information, see the instrument-specific SIS for each instrument.

5.8.1 SuperCam RMI

Note that SuperCam has a microphone, but that is delivered as part of the non-image SuperCam
bundle [SIS SCAM], and thus is not discussed here.

5.8.1.1 State of Health EDR (SOH)
All SuperCAM FITS EDRs contain a number of SOH as binary tables. The ODL/VICAR label
produced during the call to edrgen also contain a set of instrument/rover parameters.

5.8.2 PIXL-MCC

All PIXL MCC Engine